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Introduction 
 
This thesis gives an overview of the author’s scientific work in previous years. It 
reflects the author’s ambition to develop applications of mixed reality which are 
beneficial to society as a whole or to specific groups of people. Providing and 
deploying high-end mixed reality hardware and software applications to multiple users 
and larger target groups finally raises questions of scalability, robustness, design and 
affordability of the technology involved. They trigger scientific questions and 
developments in return. All of these aspects will be touched in this work.  
 
The first part of the introduction defines the scientific domain and various problems 
therein followed by a discussion of the author’s contribution in this area. The 
individual publications that constitute the remainder of the thesis are briefly discussed 
and put in context. 
 
 
Definitions 
 
Since the area “Applications of Mixed Reality” – chosen as the title of this thesis – is 
very broad it is important to establish common terms in the beginning. 
 
In order to classify virtual reality (VR) research Milgram and Kishino [1] published a 
taxonomy 15 years ago. Although the field widened and diversified over the years 
their work still provides a rough framework which helps to classify any work done in 
this area. We refer to the virtual continuum (Figure 1) as discussed in Milgram and 
Kishino’s paper. The virtual continuum represents a continuous set of (infinite) 
possibilities between real environments and fully virtual environments (VEs). All 
environments within that range (except the extremes of fully real and virtual 
environments) are considered mixed realities.  

 
Figure 1: The Virtuality Continuum 

 
Further on the authors specify and classify hardware and software environments 
within the virtual continuum and define six classes of “hybrid display environments”. 
In a second paper [2] they add a seventh class. Nevertheless given the broad range of 
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virtual reality hardware and setup variations available today it is neither always clear 
nor easy to identify into which category a specific setup falls.  
Related to Milgram’s taxonomy many applications presented in this thesis belong to 
class 6 (defined in [1]) which states  

“6. Completely graphic but partially immersive environments (e.g. large screen 
displays) in which real physical objects in the user's environment play a role in 
(or interfere with) the computer generated scene, such as in reaching in and 
"grabbing" something with one's own hand […].”  

They mention further  
“We note in addition that Class 6 displays go beyond Classes 1, 2, 4 and 5, in 
including directly viewed real-world objects also. As discussed below, the 
experience of viewing one's own real hand directly in front of one's self, for 
example, is quite distinct from viewing an image of the same real hand on a 
monitor, and the associated perceptual issues (not discussed in this paper) are 
also rather different. Finally, an interesting alternative solution to the terminology 
problem posed by Class 6 as well as composite Class 5 AR/AV displays might be 
the term"Hybrid Reality" (HR), as a way of encompassing the concept of 
blending many types of distinct display media.” 

 
Milgram and Kishino described three additional dimensions that distinguish different 
mixed reality systems: Extent of world knowledge (i.e. degree of knowledge of the 
real world by the application), reproduction fidelity (visual quality) and extent of 
Presence metaphor. Presence in short can be defined as a subjective phenomenon of 
the sensation of being in a virtual environment [3, 4]. It is the most researched 
dimension of the three and of high importance when designing new applications [5]. 
Different concepts and interpretations of presence have been discussed [5]. Whereas 
some applications require full presence of users others might require shared and equal 
awareness of the real and virtual e.g. in educational applications where teachers are 
outside the VE guiding students. With different Mixed Reality (MR) setups these 
variations can be achieved while maintaining a high level of presence in all cases. 
Appropriate and corresponding examples of application areas and target groups will 
be mentioned later. 
 
Our work fulfills as well Azuma’s definition of Augmented Reality (AR) [6], who 
defines AR as systems that have the following three characteristics: 
1) Combine real and virtual 
2) Interactive in real time 
3) Registered in 3-D 
The presented research covers a wide range of environments which are always 
interactive in real time but fulfill items 1 and 3 to varying degrees. The variety of 
systems is better encompassed by the term Mixed Reality or even Hybrid Reality – the 
latter term was not in use after Milgram and Kishino coined it.  
 
 
System Architecture 
 
A wide variety of MR hardware and software setups are imaginable and have been 
built in the past. However all share a common general system architecture. The five 
key elements of an MR system [7] comprise input and output devices whose spatial 
position and orientation might be tracked, a computing platform with a powerful 
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graphics processor and a VR/MR software framework handling input, output and 
application behavior. The most important part is the user (or multiple, collaborating 
users) working on a certain task and interacting with the system.  
Up to the end of the 20th century high-end graphics workstations dominated the 
VR/MR market. Due to the exponential performance increase of graphics hardware 
(due to the growing gaming market) starting in the mid 1990’s PC graphics hardware 
reached an acceptable level of performance at the beginning of this decade. It is the 
main platform used in MR systems nowadays. High quality real-time rendering 
became state of the art in MR systems [8]. Diverse technologies for tracking are in use 
to determine the location of input, output devices, the user or specific body parts of 
the user up to full body motion capture [7]. Optical tracking evolved into the de-facto 
standard in recent years. In stationary indoor setups infrared-optical tracking based on 
retro-reflective markers is frequently used whereas outdoor applications utilize 
computer vision algorithms to perform natural-feature tracking (in combination with 
high-sensitive GPS or differential GPS, compasses, inertial and other sensors).  
Input from (tracked) devices is typically handled by so called tracking middleware [9, 
10] which supports a wide range of devices, pre-processes input events and passes 
them to the MR application. Most software frameworks are based on scene graph 
libraries for example open source toolkits such as Studierstube [11], VR Juggler [12], 
Avango [13] or commercial ones such as 3DVIA Virtools [14] and provide additional 
support for (stereo) output devices. 
A comprehensive overview of VR technology including input, output devices and 
graphics architectures is given in [7]. Further details on hardware, software and 
application requirements with additional chapters on design and implementation 
approaches and evaluations are to be found in [15]. Looking at an early book on this 
topic [16] gives an insight on how technology changed over the years. 
 
Within Augmented Reality a lot of research focused on mobile devices and 
applications for these devices in recent years. Stationary and mobile systems have a 
few opposing characteristics. While devices can be tracked at very high precision 
(sub-millimeter accuracy) within a stationary setup tracking data is usually imprecise 
(from centimeters to meters) in mobile setups. In general conditions in an indoor 
environment can be controlled well whereas outdoor controllability might be low. Full 
immersion is harder to achieve (or even unwanted) in a mobile setting compared to a 
stationary one. These and other characteristics reflect on the type of application 
scenario that can be realized. The author’s work is limited to application areas which 
require stationary setups only, mainly because of high precision requirements. This 
means that all users interacting with the application are always inside a room or 
connected via a distributed setup in multiple rooms. 
 
Little systematic work has been done on software design and implementation of 
virtual environments. Wilson et al. presented a structured approach called “Virtual 
Environment Development Structure” (VEDS) [17] which can be used as a 
methodology for MR software engineering. The author of this thesis followed a 
similar approach as described by Hix & Gabbard [18] namely usability engineering of 
virtual environments.  
 
There are various approaches for application development. As Bimber [19] states  

“We believe that a rich pallet of different display technologies, mobile and non-
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mobile, must be considered and adapted to fit a given application so that one can 
choose the most efficient technology”.  

The author fully agrees with an application-centered and user-centered approach. User 
requirements have always been taken into account while designing and developing 
applications presented in this thesis. The whole range that the virtual continuum offers 
should be considered to find optimal solutions for specific end users with a specific 
task and goal in mind.  
 
 
Application Areas of Interest 
 
Ongoing is the search for so called killer applications of virtual reality, augmented 
reality and mixed realities in general. The defining criterion for a killer application is 
usually commercial success. For many reasons – a topic that filled many articles and 
continuously triggers discussions – such an application or area of application has not 
been found yet.  
Nevertheless as Jaron Lanier, VR pioneer who coined the term “virtual reality”, states 
in [20]:  

“[…] As used in industrial technology, there's no question that virtual reality has 
already been a success. You can't buy a car today that wasn't designed using it. 
And you can't put gas in that car that wasn't made out of oil that was discovered 
using virtual reality through an oil field simulation. Most new drugs are made in 
a process assisted by virtual reality. There are many other examples. […]“  

Mixed reality applications in industrial areas of design, prototyping and marketing 
have been successful since the beginnings as well as applications in architecture and 
naturally data visualization. Applications in entertainment are mainly successful in 
theme parks. Due to high (hardware) costs and a lack of maturity of early devices 
(including some novel “VR devices” that target the gaming market nowadays) they 
did not find broad acceptance in the consumer gaming market yet. 
 
In addition there are other very successful applications areas which are typically not 
considered mainstream. They are of primary interest in the context of the author’s 
work: 

• Psychology 
• Medical Sciences 
• Education 
• and combinations of these. 

 
MR technologies are nowadays used in all major directions of theoretical and practical 
work within psychology [21-23] – in research, education, therapy and rehabilitation, 
and in most of the psychological academic disciplines – cognitive, organizational, 
social, clinical, differential, instructional psychology, as well as in philosophical and 
neuropsychological studies of conscience. This relatively new field is being rapidly 
accelerated in universities, and partly in hospitals and rehabilitation centers, mainly in 
North America and the EU (particularly, in Spain, UK, Germany, the Netherlands and 
Italy), in somehow lesser extent – in Israel and several Pacific countries. The results of 
these projects, either finished or currently in progress, include for example pilot and/or 
professional MR systems which support psychological assessment and treatment of 
anxieties, phobias and post-traumatic stress disorder (exposure therapy) [24]; 
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cognitive behavioral therapy in general; MR environments to conduct psychological 
tests in 3D of e.g. spatial abilities [25, 26]; instructional MR applications in 
experimental psychology – as diverse as for example psychology of visual perception 
and psychology of manipulative persuasion – and many more. 
An area with higher success rates than traditional in vivo therapy is clinical 
neuropsychology where mixed reality applications are used as a therapeutic tool for 
e.g. treatment of anxieties [27] and also post traumatic stress disorder (PTSD), chronic 
pain and many more. 
In some aspects these applications fall into and overlap with the medical domain 
which is another successful and growing MR application area. Examples are MR-
based rehabilitation systems for e.g. physical rehabilitation or for rehabilitation of 
stroke patients; the assessment and treatment of impairments found in persons with 
central nervous system dysfunction including Alzheimer's Disease, Vascular 
Dementia, Parkinson's Disease [28]; assessment after traumatic brain injury; MR 
support for the disabled etc. In addition there is ongoing research regarding MR 
(specifically AR and VR) simulators for medical training e.g. to acquire specific 
surgical skills [29]. 
 
A large part of this thesis focuses on applications of mixed reality in education 
(overviews in [30], [31], [32](chapter 2)) and training. Therefore the problems and 
challenges related to this application domain will be discussed briefly (a summary is 
given in [33]). 
It is interesting to note that nearly all of the educational projects reported in literature 
reached a certain point where trial studies and evaluations were conducted and then 
the projects ended e.g. [34, 35]. No reports about continuous progress, no iterative 
development process and ongoing tests can be found in literature which go a step 
further. Therefore no development process comparable to usability engineering [18] 
took place to optimize the application regarding usability and effectiveness for end 
users. There are exceptions e.g. work by Adamo-Villani [36, 37] but only few.  
A major challenge of this young application area is that there are no studies proving 
the effectiveness of MR learning yet. In this context “effectiveness” measures the 
learning outcome achieved using an educational MR application in comparison to 
traditional teaching. The difficulty in comparing learning outcome is the comparability 
or rather incomparability of traditional and MR learning scenarios. Since a virtual 
learning environment is typically designed to provide added benefit to learners 
(compared to a traditional setting) it might introduce advanced or new learning 
contents. These might be hard or impossible to do in traditional environments. 
Therefore it is difficult to find learning tasks for evaluation purposes that do not 
penalize one scenario e.g. by over-simplifying an MR learning task to be solvable 
within reasonable time by traditional methods whereby eliminating the strength of the 
MR environment. 
A body of work has been done on the theoretical pedagogical foundations of 
educational VEs [30, 38] whereas pedagogical guidelines about how to teach in VEs 
are rare. Evaluations of MR learning environments with a large number of users (>50) 
are difficult to find as well. 
 
The author’s contribution can be found in the latter areas: psychology in the broad 
sense defined above – with recent work reaching into the medical domain – and 
education which includes training. A specific field opened up between psychology and 



 7 

education motivated by the work on the first application [39] namely the education 
and training of spatial abilities.  
 
 
Motivation, Challenges and Context of the Conducted Research 
 
In order to solve three dimensional mathematical but especially geometrical problems, 
spatial abilities are an important prerequisite [40-42]. During his studies of 
mathematics and geometry with the aim of becoming a teacher, the author gave 
countless private lessons to students of these subjects. A personal observation was that 
many students had difficulties solving tasks that required spatial visualization skills 
and spatial thinking. To get passing grades they used strategies such as learning 
construction steps by heart without fully understanding spatial problems and their 
solutions in 3D space.  
 
Geometry Education 
With the emergence of mixed reality technologies it became possible to immerse users 
in artificial worlds that are impossible or difficult to reproduce in reality. A number of 
training studies have shown the usefulness of VR in training spatial ability [25, 43]. 
However, little to no work has been done towards systematic development of VR 
applications for practical educational purposes in this field.  
In our first paper we introduce Augmented Reality to mathematics and geometry 
education. The simultaneous sharing of real and virtual space in AR is an ideal match 
for computer-assisted collaborative educational settings. We have developed an 
application called Construct3D, a three dimensional geometric construction tool 
specifically designed for mathematics and geometry education. The main advantage of 
Construct3D to student learning is that students actually see three dimensional objects 
in 3D space which they until now had to calculate and construct with traditional 
methods. Augmented reality provides them with an almost tangible picture of complex 
three dimensional objects and scenes. It enhances, enriches and complements the 
mental images that students form when working with three dimensional objects.  
 
However, there are a number of requirements and challenges for a mixed reality tool 
with the aim of effectively improving spatial skills. They motivated work on 
Construct3D and have not been addressed by existing systems, nor studied in an 
educational context before: 
• No VR/AR application for actual use in high school or higher education has been 
developed with the main purpose of improving spatial skills.  
• No VR/AR application existed prior to Construct3D that offered the flexibility to 
dynamically construct and modify 3D geometric content directly in 3D space. For a 
definition and explanation of “dynamic geometry” please refer to [44, 45]. 
• Hardly any evaluations could be found in literature giving hints to the actual learning 
transfer from a VR/AR learning environment to the real world.  
 
The first four papers in this thesis summarize the author’s ongoing efforts towards 
filling these gaps. The first paper titled “Mathematics and geometry education with 
collaborative augmented reality” [39] is chronologically the earliest from these 
included. It introduces to the area and presents from a mainly technological point of 
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view the first version of the application as well as multiple hardware setups for 
educational use. 
Regarding the earlier mentioned short duration of related educational projects our 
work goes one step further. Construct3D is one of the longest developed educational 
applications so far. We studied how ongoing technological improvements (over a 
course of 8 years) can be integrated into an MR system and looked at pedagogical 
questions such as how to adapt contents of the current high-school curriculum to the 
new learning environment. 
Construct3D was evaluated multiple times with over 500 users in total (students, 
teachers and experts) over the course of 5 years. A summary of three usability 
evaluations and findings is given in “Summary of Usability Evaluations of an 
Educational Augmented Reality Application” [46]. 
Based on the second evaluation Construct3D was redesigned with the help of a 
professional graphics designer to improve usability and effectiveness within the 
Lab@Future [47] EU FP5 IST project. In that context general design guidelines were 
formulated in “Designing Immersive Virtual Reality for Geometry Education” [48] 
which are partly applicable to other (educational) MR applications as well. This 
publication is not included herein but part of the appendix of the thesis. We describe 
improvements in the user interface and visual design and report on practical 
experiences with using our system for actual teaching of high school students, and 
present initial quantitative data on the educational value of such an approach. 
The third paper is chronologically the last published paper in the collection. It closes 
the circle of work done on Construct3D and presents the end of an evolution from a 
merely technological focus to an application-centered focus. In “Dynamic Differential 
Geometry in Education” [45] educational dynamic geometry was introduced to the 
specific domain of differential geometry. Construct3D is the only available tool that 
can be used to study this application area. The focus lies on differential geometry 
which can be explored in a new way using three-dimensional dynamic geometry in 
MR.  
 
Problems and Challenges 
In general Construct3D was praised by teachers and students who had used it and 
questions arose about disseminating it to schools. During evaluations major 
hindrances became obvious which avoided the installation of mixed reality 
environments in schools. Some of these issues are not specific to the educational 
sector but apply to other end user groups as well. According to interviews with 
teachers three main reasons hinder the dissemination of mixed reality technology to 
schools: 

1. Costs of the hardware and software environment. 
2. The need for maintenance of all equipment which requires personnel and again 

generates costs (even if the application is very robust and mature). 
3. The most effective and by users most preferred setup supports only a limited 

number of users (2-3) and questions arose about how to support larger groups 
of users. 

 
The author was trying to work on solutions to these problems in order to be able to 
spread MR technology to a bigger community. Some of these problems triggered new 
scientific questions. 
Regarding the support of multiple users (the third problem on the list) the following 
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two papers “Long Distance Distribution of Educational Augmented Reality 
Applications” [49] and “Multiple Head Mounted Displays in Virtual and Augmented 
Reality Applications” [50] discuss different approaches to provide a virtual 
environment to larger groups of users.  
 
A Matter of Costs 
Tracking is a critical part of any MR system and typically the most expensive one 
therefore relates to the first problem on the list. Costs of tracking systems especially of 
optical tracking systems which provide the highest accuracy (as needed by an 
application such as Construct3D) have always been high. They are sold by a small 
number of companies worldwide and due to a small end user market for such systems 
prices were kept constantly high for over a decade. In a configuration tailored to a 
room-sized multi-user environment, all of the existing optical tracking systems have 
price tags in the range of tens of thousands of Euros. While corporate entities and 
well-funded research laboratories will not be deterred by such amounts, it is the 
author’s first-hand experience that many smaller educational institutions, especially 
secondary schools, operate on tightly constrained budgets that leave little, if any, room 
for an expense of this magnitude, even if third-party subsidies are available. The 
urging matter of costs finally led to the development of iotracker - a low-cost infrared 
optical tracking system - which the author initiated, conceptually designed and guided. 
The main goal was to reduce costs of high quality optical tracking systems without 
sacrificing quality i.e. speed or accuracy. Iotracker is commercially available 
(http://www.iotracker.com) and has already been a success in this respect. Since the 
introduction of iotracker which is available at a fraction of the price of other systems 
some vendors have already reduced their prices or introduced new products at lower 
prices.  
Affordable tracking technology in return opens up new end user markets and new 
application areas. High quality tracking technology should not only be limited to 
members of the academic community, but also to artists, game designers, educators, 
small commercial application developers and all with an interest in Mixed Reality. 
The publication about iotracker “Affordable Infrared-Optical Pose-Tracking for 
Virtual and Augmented Reality” [51] is not included in this collection but in the 
appendix that accompanies this work. In the paper we describe the hard- and software 
of a new low-cost infrared-optical pose-tracking system for room-sized virtual 
environments. The system consists of 4-8 shutter-synchronized 1394-cameras with an 
optical bandpass filter and infrared illuminator. All image-processing is done in 
software on an attached workstation. Preliminary results indicate low latency (20-
40ms), minimal jitter (RMS less than 0.05mm/ 0.02°), sub-millimeter location 
resolution and an absolute accuracy of ±0.5cm. Up to twenty independent 6-DOF 
targets can be tracked in real-time with up to 60Hz. 
 
Costs of a full MR system are still higher than those of computing equipment 
traditionally used in educational institutions and need to be justified well. If an MR 
system can be used in multiple courses and different subjects there will be a higher 
degree of utilization, it will be considered more useful than if there is only one 
application available - therefore it is more likely to be acquired. 
In “Simulating Educational Physical Experiments in Augmented Reality” [52] we 
present an augmented reality application for physics, more specifically mechanics 
education. It is based on the same technological setup as used for Construct3D 

http://dict.leo.org/ende?lp=ende&p=thMx..&search=degree�
http://dict.leo.org/ende?lp=ende&p=thMx..&search=of�
http://dict.leo.org/ende?lp=ende&p=thMx..&search=utilization�
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(including hardware and the software framework) and builds on experiences gathered 
during the development of the geometry application. PhysicsPlayground can be 
perfectly integrated into physics courses. It allows students to actively build own 
experiments and to study them in a three-dimensional virtual world.  
 
Spatial Abilities 
As mentioned in the beginning no mixed reality application for actual use in high 
school or higher education has ever been developed with the main purpose of 
improving spatial skills. The author’s motivation was to help students develop correct 
mental models of three dimensional problems and to improve their spatial thinking - 
to enable them to find solutions to geometric problems themselves.  
Based on psychological studies about mathematics and geometry education, national 
school authorities (e.g. Austria [53]) consider improving spatial abilities one of the 
main goals of geometry education. Spatial abilities present an important component of 
human intelligence. Spatial ability is a heterogeneous construct that comprises a 
number of sub-factors, such as mental rotation, visualization, and environmental 
orientation [54-57]. Many studies have shown that spatial abilities can be improved by 
well-designed training (e.g. [58]). Geometry education has proven to be a powerful 
means of improving these skills [59]. 
The hypothesis for our work on Construct3D was that if students see three-
dimensional objects directly in 3D space and can interactively construct, touch and 
modify abstract geometric objects, they later build mental models of complex 
geometric situations more easily in real life. In order to verify this hypothesis the 
author initiated an interdisciplinary research project “Educating Spatial Intelligence 
with Augmented Reality” (FWF P16803-N12). We evaluated the effects of an AR-
based geometry training on spatial abilities. A summary of this project is given in 
“Virtual and Augmented Reality as Spatial Ability Training Tools” [60] which is not 
part of the thesis but included in the appendix. In this paper we first review studies 
that used MR technologies to study different aspects of spatial ability. Then results 
and findings are presented from an MR large-scale study with 215 students that 
investigated the potential of an AR application (Construct3D) to train spatial ability. 
Further project results were presented in [61-63]. 
Our findings in the project indicate that augmented reality can be used to develop 
useful tools for spatial ability training. However within the training period of six 
weeks we were not able to measure significant improvements in traditional spatial 
ability tests neither by training with Construct3D nor within the control groups. 
Although two results were surprising and intriguing: (1) Classical paper-pencil spatial 
ability tests seemed to be not sensitive to some aspects of spatial performance, 
possibly due to their two-dimensional nature and limited difficulty range, and (2) in 
the control group (without any training) there were marked individual differences in 
performance increases between pre- and post-test. This suggests that individuals differ 
in their “learning potential” with respect to spatial abilities.  
These findings led us to the idea of developing a new spatial ability test that (a) 
measures spatial abilities in three-dimensional space, and (b) includes a training 
phase, so that learning potential as well as performance status can be measured. We 
started a follow-up project “Development of an Augmented-Reality Dynamic Spatial 
Test” (FWF P19265) to develop the “dStar” test. Its ongoing development and first 
results of a pre-study are presented in “Design of a Virtual Reality Supported Test for 
Spatial Abilities” [26]. A large evaluation study (> 250 participants) using the new test 
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is currently ongoing and will be finished later this year. In this project a complete low-
cost MR system (based on iotracker) running the dStar application was installed at the 
psychology institute of our partner university. An achievement is the fact that the 
whole test is run by psychologists only and the system is maintained by them as well. 
Due to our experience we were able to build a robust, mature test environment which 
is in daily use (from 10am-6pm) and can be run and maintained by non-VR-experts 
during the whole project duration. 
 
Interaction & Interfaces 
The development of new interactive MR applications is very time-consuming and 
therefore costly. A survey in 1992 [64] showed that about 50% of application 
development code (and time) was used for the applications’ user interfaces. From our 
experience with developing complex MR environments, we estimate that this may 
hold true for MR applications as well. Decoupling user interface code from 
application code could be a first step towards standardizing building blocks (widgets) 
for user interaction. These should be independent of the application and the higher 
level VR framework. Since most application developers are using tracking 
middleware [9, 10] in order to get hardware support for interaction devices (to avoid 
implementing it themselves), tracking middleware might serve as a common ground 
for the implementation of future user interaction standards.  
Most code regarding menu system interaction can be decoupled from the application 
and handled by tracking middleware or an “interaction middleware”. A standardized 
XML file, specifying the menu layout and widgets could be passed by the application 
onto the tracking/interaction middleware which then sends higher level commands 
back to the application in case of user interaction. Widget behavior itself could all be 
handled by the middleware if desired. A first approach towards this goal is described 
in “Towards a Universal Implementation of 3D User Interaction Techniques” [65].  
Such an approach has further advantages not immediately obvious at first sight. In 
distributed MR applications a consistent application state is of primary importance (as 
mentioned i.e. [49]). An advantage of this approach is that consistent application 
behavior can be guaranteed in distributed environments with minimal network load. 
Interaction is handled by a central process which directly exchanges data with the 
tracking framework and is accessible by all distributed clients.  
Furthermore there are advantages to pervasive MR scenarios where new interaction 
devices are added and removed on the fly during application runtime. In a pervasive 
setting interaction techniques must be accommodated to local hardware setups. In this 
context new devices might want to utilize additional interaction techniques other than 
the ones presently used in the application. Building repositories of interaction 
techniques is a good way to move on to the goal of a flexible and adaptive (tracking) 
system for that purpose. The scripted approach described in our paper is one 
possibility for choosing a suitable interaction technique for each setup and location in 
a dynamic adaptation process. 
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Ongoing and Future Developments 
 
More work in the area of decoupling user interfaces and interaction techniques from 
the application is currently conducted within the VISION EU FP7 project “Immersive 
interface technologies for life-cycle human-oriented activities in interactive aircraft-
related virtual products”. The above mentioned paper is a first step in that direction 
but we are working on a more general approach, introducing a new middleware layer 
on top of the tracking framework using an XML protocol to exchange object 
information with the application. This approach is independent of the VR framework 
used. First results are expected later this year. 
 
The author is convinced that innovative software solutions alone will not suffice to 
attract a large base of end users to use MR systems. Innovations in hardware 
development will be required not only to reduce costs of current systems but also to 
introduce socially accepted (stereoscopic) 3D output devices. Auto-stereoscopic 
displays have been improved in recent years, smaller, light-weight HMDs and 
foldable, bendable displays are under development. The search for innovative 
hardware solutions is also why we contributed in [50] and [51] to this domain.  
The development of our low cost optical tracking system opened up new application 
areas. Since we are building hardware and software ourselves the platform can 
flexibly be adapted to various application areas and needs.  
In the running EU FP7-ICT project PLAYMANCER “PlayMancer: A European 
serious gaming 3D Environment“ [66] the tracking system is extended to perform full 
body motion capturing. This is done in the context of physical rehabilitation of 
chronic pain patients - mainly lower back and shoulder/neck pain. Full body motion 
capture will be used within a serious gaming environment as one input modality to 
first assess patients’ needs and to enable patients to interact with their body with the 
game in clinical therapy.  
In [50] we noticed that HMDs’ VGA cables constitute a security risk if multiple users 
with HMDs collaborate. Currently we are working on a wireless modification of our 
HMDs using Amimon’s Wireless Uncompressed High-Definition (WHDI) video 
dongle which is the first to allow transmission of an uncompressed stereo VGA signal 
in sufficient resolution and update rate wirelessly. This would make the approach 
described in [50] more practicable. 
 
As mentioned before a recent national research project allows us to conduct a 
comprehensive evaluation study using the dStar test in order to study general and 
differential effects of training on several components of spatial ability. Spatial ability 
research in MR is a growing field with only a small number of groups actively 
working in it yet. Within 6 years and two research projects we gathered and presented 
new findings to the spatial ability research community, developed a completely new 
spatial ability test in 3D which is currently being used with over 250 students. This is 
not the end of the road. Based on findings with the current test and new ideas we plan 
to continue our work in this field for years to come. 
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Overview of Selected Papers and Contributions of the Author 
 
All ideas presented in the papers of this thesis were developed by Hannes Kaufmann. 
Furthermore all papers were written by the author and the evaluation work either 
performed by him or in case of large scale evaluations with the help of a team of 
psychologists mentioned as co-authors. The author has made a significant contribution 
to all these publications. The implementation work has either been done by the author 
alone or guided by him (in case of [49, 52, 65] where he acted in the role of both 
active researcher and master/PhD thesis supervisor. 
In the following the major contributions of these publications are discussed. 
 
Mathematics and geometry education with collaborative augmented reality [39] 
 
This paper introduces Construct3D. Construct3D is a 3D geometric construction tool 
specifically designed for mathematics and geometry education. It is based on the 
mobile collaborative augmented reality system ‘‘Studierstube’’. We describe our 
efforts in developing a system for the improvement of spatial abilities and 
maximization of transfer of learning. In order to support various teacher–student 
interaction scenarios we implemented flexible methods for context and user dependent 
rendering of parts of the construction. Together with hybrid hardware setups they 
allow the use of Construct3D in today’s classrooms and provide a test-bed for future 
evaluations. Means of application and integration in mathematics and geometry 
education at high school as well as university level are being discussed. Anecdotal 
evidence supports our claim that Construct3D is easy to learn, encourages 
experimentation with geometric constructions and improves spatial skills. 
 
Summary of Usability Evaluations of an Educational Augmented Reality 
Application [46] 
 
We summarize three evaluations of Construct3D, which have been conducted in 2000, 
2003 and 2005 respectively. Repeated formative evaluations with more than 100 
students guided the redesign of the application and its user interface throughout the 
years. Results regarding usability and simulator sickness are discussed and guidelines 
provided on how to design augmented reality applications utilizing head-mounted 
displays. 
 
Dynamic Differential Geometry in Education [45] 
 
Dynamic geometry allows to study geometric properties under movement. This paper 
introduces differential geometry in educational dynamic geometry software. New 
functionality such as a Frenet frame, center and circle of curvature in arbitrary curve 
points, and others were implemented in Construct3D. We developed examples which 
enable teachers and learners to intuitively explore properties of interesting curves, to 
visualize contact of higher order between curves and surfaces, to construct Meusnier's 
sphere, Dupin's indicatrix and more. 
This paper demonstrates the application of MR technology to higher geometry 
whereas the focus is not on technology but on extending the application area itself. 
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Long Distance Distribution of Educational Augmented Reality Applications [49] 
 
For distance education utilizing shared Virtual or Augmented Reality (VR/AR) 
applications, reliable network distribution of educational content is of prime 
importance. In this paper we summarize the development of software components 
enabling stable and reliable distribution of an existing educational AR application for 
geometry education. Our efforts focus on three main areas: (1) For long distance 
distribution of Open Inventor scene graphs, throughout a wide area IP network, a TCP 
based network protocol was implemented in Distributed Open Inventor. (2) A tracking 
middleware was extended to support sending tracking data unicast instead or in 
addition to sending multicast messages. (3) Multiple adaptations in our geometry 
application were required to improve scalability, robustness and reliability. We present 
an early evaluation with high school students in a distant learning, distributed HMD 
setup and highlight final results. 
 
Multiple Head Mounted Displays in Virtual and Augmented Reality Applications 
[50] 
 
With the introduction of low cost head mounted displays, prices of HMD-based virtual 
reality setups dropped considerably. In various application areas personal head 
mounted displays can be utilized for groups of users to deliver different context 
sensitive information to individual users. We present a hardware setup that allows 
attaching 12 or more HMDs to a single PC. Finally we demonstrate how a 
collaborative, educational, augmented reality application is used by six students 
wearing HMDs on a single PC simultaneously with interactive frame rates. 
 
Simulating Educational Physical Experiments in Augmented Reality [52] 
 
PhysicsPlayground is an augmented reality application for mechanics education. It 
utilizes a recent physics engine developed for the PC gaming market to simulate 
physical experiments in the domain of mechanics in real time. Students are enabled to 
actively build own experiments and study them in a three-dimensional virtual world. A 
variety of tools are provided to analyze forces, mass, paths and other properties of 
objects before, during and after experiments. Innovative teaching content is presented 
that exploits the strengths of our immersive virtual environment. PhysicsPlayground 
serves as an example of how current technologies can be combined to deliver a new 
quality in physics education. 
 
Design of a Virtual Reality Supported Test for Spatial Abilities [26] 
 
This paper focuses on the development of a new spatial ability test in virtual reality 
(VR). This test measures the ability to visualize and mentally manipulate three-
dimensional objects directly in 3D space, and should thus have a higher ecological 
validity than previous spatial ability tests. Items are viewed through head mounted 
displays and manipulated by means of a wireless pen input device. As a dynamic tests 
consisting of a pretest, a training phase, and a posttest it does not only measure a 
person’s current status but also his or her learning potential. Monitoring user 
interactions in a VR environment allows to measure test performance in ways not 
possible with traditional means. We describe design and development of the test and 
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will present results of a pre-study with 240 participants conducted in early 2008. 
 
Towards a Universal Implementation of 3D User Interaction Techniques [65] 
 
This paper presents a versatile - write once, use everywhere – approach of 
standardizing the development of three-dimensional user interaction techniques. In 
order to achieve a platform- and application-independent implementation of 3D 
interaction techniques (ITs), we propose to implement the related techniques directly 
in the tracking middleware. Therefore OpenTracker, a widely used tracking 
framework was extended by a Python binding to allow straight forward scripting of 
ITs. We cluster existing 3D ITs, into those which can be fully, partly or not 
implemented in the tracking middleware. A number of examples demonstrate how 
various interaction techniques can quickly and efficiently be implemented in the 
middleware and are therefore fully independent of the underlying application. We hint 
at how this approach can be used to decouple menu system control from the 
application with the final goal to help establishing standards for 3D interaction. 
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Abstract

Construct3D is a 3D geometric construction tool specifically designed for mathematics and geometry education. It is

based on the mobile collaborative augmented reality system ‘‘Studierstube’’. We describe our efforts in developing a

system for the improvement of spatial abilities and maximization of transfer of learning. In order to support various

teacher–student interaction scenarios we implemented flexible methods for context and user dependent rendering of

parts of the construction. Together with hybrid hardware setups they allow the use of Construct3D in today’s

classrooms and provide a testbed for future evaluations. Means of application and integration in mathematics and

geometry education at high school as well as university level are being discussed. Anecdotal evidence supports our claim

that Construct3D is easy to learn, encourages experimentation with geometric constructions and improves spatial skills.
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1. Motivation

Spatial abilities present an important component of

human intelligence. The term spatial abilities covers five

components, spatial perception, spatial visualization,

mental rotations, spatial relations and spatial orienta-

tion [1]. Generally, the main goal of geometry education

is to improve these spatial skills. In a long-term study by

Gittler and Gl .uck [2], the positive effects of geometry

education on the improvement of spatial intelligence

have been verified. Various other studies [3,4] conclude

that spatial abilities can also be improved by virtual

reality (VR) technology. However, little to no work has

been done towards systematic development of VR

applications for practical education purposes in this

field.

To fill the gap of next-generation VR interfaces for

mathematics and geometry education we are developing

a 3D geometric construction tool called Construct3D [5]

that can be used in high school and university education

(Fig. 1). Our system uses augmented reality (AR) [6] to

provide a natural setting for face-to-face collaboration

of teachers and students. The main advantage of using

AR is that students actually see 3D objects which they

until now had to calculate and construct with traditional

(mostly pen and paper) methods. We speculate that by

working directly in 3D space, complex spatial problems

and spatial relationships can be comprehended better

and faster than with traditional methods.

It is important to note that while geometry education

software shares many aspects with conventional 3D

computer-aided design (CAD) software at a first glance,

its aims and goals are fundamentally different. Geome-

try education software is not intended for generating

polished results, but puts an emphasis on the construc-

tion process itself. While relatively simple geometric

primitives and operations will suffice for the intended

audience of age 10–20, the user interface must be both

intuitive and instructive in terms of the provided

visualizations and tools. Commercial CAD software

offers an overwhelming variety of complex features and

often has a step learning curve. In contrast, geometry
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educators are interested in simple construction tools

that expose the underlying process in a comprehensive

way.

For productive use in the classroom, a number of

circumstances must be accommodated: Support for a

variety of social settings including students working

alone and together, a teacher working with a student or

teaching a whole class, a student or the whole class

taking an exam, etc. Collaboration in these situations is

largely determined by roles, and the teacher should be

able to retain control over the activities. Moreover, it is

not realistic to expect that schools can afford extensive

installations of expensive equipment such as used in our

lab, and therefore the software must run on a variety of

immersive and non-immersive hardware platforms

including heterogeneous and hybrid setups.

This paper presents our current prototype of such an

AR based geometry education tool, including hard- and

software, user interface design, and initial experiences.

2. Related work

Construct3D combines four research areas: geometry,

pedagogy, psychology and AR. We will give a short

overview of closely related work in these areas.

A large body of work has been done on 3D modeling

in general. However, although 3D input devices with six

degrees of freedom (6DOF) have been used to enhance

modelers, little modeling has been done in immersive

VR systems. A good overview of 3D modeling systems

with 6DOF input devices can be found in the work of

Mine [7]. Mine’s CHIMP [8] was used to study user

interaction techniques. Similar goals were driving the

work on DesignSpace by Chapin [9], Bowman’s Con-

ceptual Design Space [10] and SeamlessDesign by

Kiyokawa [11].

A large number of researchers have been working on

VR applications for pure educational use ([12–15] and

many others). A very good summary of existing

educational applications is given by Mantovani [16].

We want to point out CyberMath [17] which is an

avatar-based shared virtual environment aimed at

improving mathematics education, combining the areas

of VR, pedagogy and mathematics. Unlike our AR

approach, CyberMath is intended for remote rather

than face-to-face collaboration, and currently uses

desktop VR with no support of immersive displays. In

contrast, dedicated educational dynamic geometry desk-

top applications such as Geometer’s Sketchpad [18],

Cindarella [19], Euklid [20] and Cabri Geometry [21]

support 2D geometry only.

Regarding spatial intelligence, a recent article by

Durlach et al. [22] gives a very good overview of work

that has already been done in the research area of

enhancing spatial skills within virtual environments but

mainly identifies the indispensable need for comprehen-

sive future research in this area. Interesting work on

gender differences has been done by Rizzo et al. [4] and

Larson et al. [23]. Gittler and Gl .uck [2] study how

courses in descriptive geometry improve students’

spatial intelligence. The main component of their results

is that there is a significant positive effect of descriptive

geometry instruction on performance in spatial ability

tasks.

Finally, AR is a rapidly evolving area of computer

graphics and user interface research. A good overview is

given in the survey by Azuma [6] and its recent update

by Azuma et al. [24]. However, despite its obvious

appeal for face-to-face collaboration, we are unaware of

any AR application directly concerned with geometry

education.

3. Application design

3.1. Basic construction functions

Construct3D is based on the Studierstube system

recently described by Schmalstieg et al. [25]. Studierstube

uses AR to allow multiple users to share a virtual space.

We use see-through HMDs capable of overlaying

Fig. 1. Students are working with Construct3D in our standard lab setup. In the left image they inscribe a sphere in a cone, the right

image shows a simple example from vector algebra. Images generated as live video capture with computer overlays.
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computer-generated images onto the real world, thereby

achieving a combination of virtual and real world,

allowing natural communication among users. The

latest version of Studierstube allows the mix and match

of heterogeneous output devices such as personal HMD,

virtual workbench, conventional monitors, and input

through a variety of tracking devices. All these devices

appear to act as interfaces to a single distributed system.

The current version of Construct3D offers a basic set

of functions for the construction of primitives such as

points, lines, planes, cubes, spheres, cylinders and cones.

Construction functions include intersections, normal

lines and planes, symmetry operations, and taking

measurements. Boolean operations based on the Open-

Cascade tool [26] have been added which (for instance)

enable learning about intersection curves of second-

order surfaces. Currently new functions for constructing

general and special curves (e.g. conic sections, B-Splines)

and surfaces (e.g. quadrics, B-Spline surfaces) are being

implemented.

Construct3D promotes and supports exploratory

behavior through dynamic geometry, i.e., all geometric

entities can be continuously modified by the user, and

dependent entities retain their geometric relationships.

For example, moving a point lying on a sphere results in

the change of the sphere’s radius.

All construction steps are carried out via direct

manipulation in 3D using a stylus tracked with six

degrees of freedom. AR affords that users see their own

body and hand as well as the effects of their actions

while working, so the construction process physically

involves the students and resembles handcraft more than

traditional computer operation. We believe that this is a

key factor in the potential success of using AR for

teaching geometry.

Necessary system operations such as selection of

primitive type, load, delete, undo, etc. are mapped to a

hand-held tracked panel, the personal interaction panel

(PIP) [27]. The PIP allows the straightforward integra-

tion of conventional 2D interface elements like buttons,

sliders, dials etc. as well as novel 3D interaction widgets.

The haptic feedback from the physical props guides the

user when interacting with the PIP, while the overlaid

graphics allow the props to be used as multi-functional

tools.

3.2. Layers

We are using a 3D-layer system very similar to the one

used in current image editing programs. Our 3D-layers

offer the possibility to arrange parts of a construction

into overlapping sub-spaces that can be controlled

independently. This feature is particularly powerful in

conjunction with distributed multi-user operation,

where every user has a personal display for which

visibility of layers can be controlled independently.

The current implementation allows the arbitrary

selection of visibility per user and per layer. We have

implemented three basic modes:

* independent mode, i.e., every student can only see the

elements constructed by himself,
* collaborative mode, i.e., everything is visible to

everybody,
* teacher mode, i.e., a special user—the teacher—can

set visibility with a user/layer matrix of controls on

the PIP.

Consider a teacher working on a construction with

students watching him and work on the model

themselves by request. The whole construction is visible

to all users. If later the teacher wants the students to

practice on the same construction again, he switches to

‘‘independent’’ mode while the application is still

running. Now each student can only see the immutable

specification and the elements that he constructed

himself without being influenced by the work of the

teacher or fellow students. If needed, the teacher is able

to switch his own construction or a reference solution on

again so that some or all students can see it. The full

solution to a construction task can be available from the

beginning for reference purposes in a separate set of

layers, and be progressively revealed by the teacher.

4. Hybrid hardware setups

To complement the diverse teacher–student interac-

tion scenarios that are possible on the software side with

practical hardware solutions for an educational envir-

onment we created various hybrid hardware setups.

Realistically not all scenarios can be done in schools

with equipment similar to our standard lab equipment

of rather expensive tracking systems, head mounted

displays and stereoscopic video projections. However,

many components such as PC workstations with

accelerated graphics and inexpensive projection systems

are becoming feasible for classroom use. We are

evaluating the following hardware setups.

4.1. The augmented classroom

The setup consists of two wearable AR kits composed

of back pack computer, stereoscopic see-through head

mounted display with camera, and custom pinch gloves

for two-handed input. One kit can be worn by the

teacher, the second one is available for use by students.

Both users can move around freely, since the kits are

equipped with battery power for all devices and wireless

LAN cards for communication. Furthermore, there is a

small table, serving as a place for collaboration between

the two users (see Fig. 3, middle).
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While this setup allows for first-class experiences on

the students’ side, the number of available AR sets

significantly restricts the use in larger groups. This

situation is somewhat analogous to the use of a

blackboard in class: Either the teacher or a single

selected student work on the blackboard, while the

remainder of the class watches or works along on paper.

During a lesson, students take turns at the blackboard.

With the aid of an additional computer with video

camera and video projection screen, we can mimic this

classroom procedure by projecting a live (monoscopic)

video of the users (teacher/student) augmented with

their current construction on a projection screen next to

the users for the remainder of the class to watch (Fig. 2).

Just like in conventional classrooms, students can take

turns at using the HMD and working in front of the

class. To enhance the classroom situation for students

not wearing an AR kit, the overhead projection can also

be used to view 3D content attached to markers. By

moving a marker in front of the projection surface, its

contents are shown on the projection (Fig. 3).

It is intended to be used by high school students and

teachers in an interactive, collaborative manner and to

blend seamlessly into an everyday classroom situation.

Tangible, tool-based interaction provides a simple and

intuitive user interface. Support for multiple users and

spontaneous collaboration encourages team work and

simplifies supervision. The system integrates mobile AR,

collaboration, and a tangible user interface.

The Studierstube platform on which the Augmented

Classroom is built brings together advanced AR features

in a unique way. A strong distributed shared scene graph

infrastructure enables collaboration between indepen-

dent mobile AR kits. Dynamic loading and sharing of

multi-tasked AR applications between several hosts

together with support for tool based interaction allow

the users to load and share constructions by handling

tangible markers, to print a snapshot of their work or to

save it to file. The combination of these features into a

single system allows the simple development and setup

of a complex application like the Augmented Class-

room.

4.2. Projection screen classroom

A popular semi-immersive technique is to use just a

large screen projection shared by a group of users (in our

case, the class), typically showing stereoscopic images

using active or passive stereo glasses. The disadvantage

is that since the screen is shared between the active user

(e.g., teacher, demonstrator) and the observers, head-

tracking is not useful, and consequently stereoscopic

images are often severely distorted if rendered for an

‘‘averaged’’ viewpoint. In consequence, manipulation

even with tracked input devices becomes indirect

(comparable to screen and mouse manipulation) as

objects do not appear aligned or superimposed with the

users hands. Advantages of this approach include lower

system complexity/cost, and the avoidance of cumber-

some HMDs. Despite the shortcomings, projection walls

are established techniques for semi-immersive group

Fig. 2. A teacher is working in Construct3D with the mobile

AR setup while a live monoscopic video of his current

construction is projected onto a projection screen behind him.

Fig. 3. Left: Demonstration of the mobile AR kit at a local science fair. Middle: Schema of the Augmented Classroom setup. Two

mobile users interact with a construction while a third user inspects a finished model on a projection screen. Right: Interacting with

models in front of a projection screen.
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environments, and single-projector displays are afford-

able for classroom use.

4.3. Distributed hybrid classroom

Just like the hybrid AR classroom, this setup may use

personal HMDs for realizing AR for the teacher and

selected students. However, the students are all equipped

with personal workstations displaying desktop VR

watching the construction process on their screen. We

built a desktop VR system using a FireWire camera for

optical tracking and a standard consumer graphics card

with shutter classes to get stereo rendering with optically

tracked 6DOF input devices at a very low price (see

Fig. 4). The advantage of this scenario lies in the

relatively low price for a personalized semi-immersive

display: Students can choose individual viewpoints,

maybe even manipulate local copies of the constructed

object. However, a teacher can also choose a guided

mode, e.g., by locking the students’ views to the

teacher’s viewpoint.

4.4. Remote collaboration

Although the advantages of co-located collaboration

are lost, the same systems can be used for remote

collaboration through a remotely shared 3D space. For

example, a teacher can remotely advise a student at a

homework problem by the same guided construction

techniques as in the AR-classroom scenario, or multiple

students can remotely work together. Each of the users

has an individual choice of input and output facility,

e.g., one user may wear a HMD, while another one uses

a desktop VR setup. We are currently evaluating this

possibility using our latest mobile AR hardware proto-

type [28] as a test platform.

5. Evaluations

The key hypothesis—that actually seeing things in 3D

and interacting with them can enhance a student’s

understanding of 3D geometry—were supported by the

anecdotal evidence we have gathered from trial runs

with real students. In our first evaluation [5] with 14

students we got very positive and encouraging results

and some problems were pointed out. During the

evaluation it was gratifying for us to see users work

with Construct3D in a very constructive manner. It was

obvious that they did not need a long introduction to the

system but applied their experience with 2D user

interfaces to the 3D interface. The students’ interactions

with the system in our HMD-based lab setup were

interesting to watch. After completing their task, some

walked around the objects, viewing them from different

sides or got down on their knees and looked at the scene

from below. It was clear that they were proud of what

they had ‘‘built’’. Half of the students felt that working

with Construct3D for the first time is easier than a first

experience with a desktop CAD package. All except one

could imagine working with Construct3D without

having worked with a traditional CAD package before.

Hand-eye coordination is very difficult when spotting

a point accurately in 3D space without haptic feedback

or constraints. All students reported problems with

setting points at given coordinates. As a consequence,

we implemented raster and grid functions. About

constructing in VR, students especially liked walking

around and inside objects, the ‘‘playful’’ way of

constructing and that spatial relationships and complex

3D situations are directly visible. The clearness of

Construct3D’s menu system and the audio help system

were mentioned positively.

Students mentioned the following possible application

areas: interactive conic sections, vector analysis, enhan-

cing spatial abilities, intersection problems, experiencing

space (for very young students) and building 3D worlds

from 2D views, elementary geometry, visualization of

constructions, geometry didactics—learning by doing

and training of spatial abilities by viewing objects from

different sides.

At this stage Construct3D is not used by students on a

regular basis in mathematics and geometry education

but we plan to do extensive evaluations in current and

upcoming research projects where students will actually

learn by using our application. While developing

Construct3D we are regularly visited by teachers,

students, colleagues and friends who evaluate the system

Fig. 4. A user working with our desktop VR system. A

FireWire camera (out of view) is used for optical tracking of

the hand held props which are equipped with markers (see

yellow ellipse). The image of the camera is used as a video

background. Stereoscopic images are displayed on the monitor

which give the user who wears shutter glasses the impression of

working in 3D space. The virtual images of pen and PIP can be

seen on the monitor (red ellipse) as an overlay over the video

image.
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and give feedback on its quality. This helps to constantly

improve the application and adopt it to the students’

needs.

6. Conclusions and future work

In this paper, we present a fully functional educa-

tional AR application for mathematics and geometry

education. We implemented flexible methods to support

various teacher–student interaction scenarios. Hybrid

hardware setups allow the use of Construct3D in today’s

classrooms and provide a testbed for these scenarios.

Initial evaluations of the concept are encouraging, and

our mid- to long-term plans are to integrate it in

Austrian high school and higher education curricula. We

have established partnerships with Austrian schools and

scientific partners such as the Institute of Geometry at

Vienna University of Technology and the Institute of

Psychology at the University of Vienna.

Much work remains to be done. In particular, a

comprehensive evaluation of the practical value of an

education tool such as ours will require the development

of substantial educational content that is put to real use

in classroom. We are currently at the stage where we

have working tools available, but now need to apply

them to real educational work. For the beginning we

plan to create tutorials for vector algebra, conic sections

and Boolean operations. We believe that despite the

exiting possibilities of the new media, educational

content creation for an interactive system is at least as

difficult as authoring good textbooks, and will require a

substantial amount of time and work. Finally, the true

value of the new tool in classroom use needs to be

verified through controlled evaluations.
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Abstract. We summarize three evaluations of an educational augmented reality 
application for geometry education, which have been conducted in 2000, 2003 
and 2005 respectively. Repeated formative evaluations with more than 100 
students guided the redesign of the application and its user interface throughout 
the years. We present and discuss the results regarding usability and simulator 
sickness providing guidelines on how to design augmented reality applications 
utilizing head-mounted displays.  

Keywords: augmented reality, usability engineering, formative evaluation, 
geometry education. 

1   Introduction 

Our work is based on the educational Augmented Reality (AR) application 
Construct3D [1-3]. This system deploys AR to provide a natural setting for face-to-
face collaboration of teachers and students. The main advantage of using AR is that 
students actually see virtual three dimensional objects. With traditional methods 
students have to rely on 2D sketching or calculating and constructing objects using 
pen and paper or CAD software. Direct manipulation and dynamic interaction with 
virtual 3D objects using tangible interaction devices are key features of Construct3D. 
In our standard setup users are wearing a see-through head-mounted-display; a pen 
and a panel are used for direct interaction in 3D space. Head, pen and panel are fully 
tracked in 3D which allows users to walk around objects and to view them from 
different perspectives (Fig. 1). 

By working directly in 3D space, complex spatial problems and spatial 
relationships may be comprehended better and faster than with traditional methods. 
Our system utilizes collaborative AR as a medium for teaching, and uses 3D dynamic 
geometry to facilitate mathematics and geometry education.  

Over the course of 6 years Construct3D has been developed, improved, tested and 
evaluated with more than 100 students in over 500 teaching lessons. Pedagogical 
theories such as constructivism and activity theory influenced the design of the 
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collaborative educational AR hardware setup and content design. Technical details 
and pedagogical uses of Construct3D (including teaching content) have been 
published by the first author before [2-4]. 

    

Fig. 1. Students working with Construct3D 

The development process of Construct3D resembles the usability engineering 
methods of virtual environments suggested by [5]. The first informal evaluation in 
2000 helped to compile a detailed user task analysis whereas expert guideline-based 
evaluations occurred numerous times during the development process. Visiting 
teachers and researchers evaluated the system and provided useful feedback. Two 
formative evaluations in 2003 and 2005 had a big impact on the design and 
development of Construct3D. In this paper we summarize three usability evaluations 
conducted in 2000, 2003 and 2005 and will present the lessons learned. 

2   Construct3D 

Construct3D is based on the Studierstube AR system [6]. It promotes and supports 
exploratory behavior through dynamic 3D geometry. A fundamental property of 
dynamic geometry software is that dynamic behavior of a construction can be 
explored in real time by interactively moving individual defining elements such as 
corner points of a rigid body. Users can see which parts of a construction change and 
which remain the same. The histories of constructions as well as dependencies 
between geometric objects are maintained. Experiencing what happens under 
movement facilitates better comprehension of a particular construction and geometry 
in general.  

The menu system is mapped to a hand-held tracked panel called the personal 
interaction panel (PIP) [7]. The PIP (Fig. 2) allows the straightforward integration 
of conventional 2D interface elements like buttons, sliders, dials etc. as well as 
novel 3D interaction widgets. Passive haptic feedback from the physical props 
guides the user when interacting with the PIP, while the overlaid graphics allows 
the props to be used as multi-functional tools. Students can for instance position  
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Fig. 2. Left: Menu system of Construct3D displayed on the PIP. In a help-box (on top) further 
details and help on application features are provided. Right: 3D submenu displayed for the user 
working with the red color scheme. 

written notes onto the tablet which might help them during their work in the virtual 
environment. 

All construction steps are carried out via direct manipulation in 3D using a stylus 
tracked with six degrees of freedom. In order to generate a new point the user clicks 
with his pen exactly at the location in 3D space where the point should appear. Users 
can easily switch between point mode (for setting new points) and selection mode (for 
selecting 3D objects).  

Desktop CAD systems typically have a very steep learning curve and offer an 
abundance of features in deeply nested menus. For Construct3D we focused on a 
simpler menu system, which is easy to learn and intuitive to use. In addition we 
accommodated to the fact that menu widgets seen through a HMD need a certain size 
in order to be usable. Organizing the functions proved difficult under these conditions 
as the number of program functions increased over time. We finally organized the 
menu – according to a user task analysis, experts’ guidelines and experience by logic 
grouping of functionality – into five submenus accessible via tabs (Fig. 2), with 
frequently used functions being visible all the time. This provides relatively quick 
access to all program functions. The menu concept is similar to that used in traditional 
desktop CAD menu systems known by many students, while avoiding excessive 
interface modes. 

Hardware Setups. The standard immersive setup used for Construct3D supports two 
collaborating users wearing stereoscopic see-through head mounted displays (HMDs) 
(see Fig. 1) providing a shared virtual space. The users interact with the system using 
pen and pad props (Fig. 2). Both users see the same virtual objects as well as each 
others’ pens and menu systems which provides a global shared space. In addition it 
allows users to help each other (i.e. with the menu system) if necessary. Position and 
orientation of head and hands are tracked using a 4-camera infrared-optical tracking 
system. In a co-located setup - such as the one used for our evaluations - one 
dedicated host with two graphic ports renders stereoscopic views for both users. 
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3   Usability Studies 

We report and compare a first informal user study and formative usability studies 
completed in 2003 and 2005. Based on feedback from many trials with high school 
students and a first informal evaluation in 2000 [8] we continuously improved 
Construct3D over a course of 5 years.  

All usability enhancements were conducted with the intention of improving 
collaborative learning and teaching. As usability can only be improved in accordance 
with users’ needs and application specific strengths and weaknesses, the guidelines 
mentioned here cannot be applied directly to other applications without careful 
adaptation. 

3.1   1st Informal Evaluation – 2000 

In our first evaluation [8] with 14 students we observed the students’ interaction with 
the system. We obtained very positive and encouraging feedback and a number of 
problems were pointed out. During the evaluation it was gratifying for us to see users 
work with Construct3D in a very constructive manner. They did not need a long 
introduction to the system but applied their experience with 2D user interfaces to the 
3D interface. After completing the task, some walked around the objects, viewing 
them from different sides or got down on their knees and looked at the scene from 
below. Half of the students felt that working with Construct3D for the first time was 
easier than their first experience with a desktop CAD package.  

Hand-eye coordination showed to be very difficult when spotting a point 
accurately in 3D space without haptic feedback or constraints. All students reported 
problems with setting points at given coordinates. As a consequence we implemented 
raster and grid functions. About constructing in VR, students especially liked walking 
around and inside objects, the “playful” way of constructing, and that spatial 
relationships and complex three dimensional designs are directly visible. The clear 
structure of Construct3D’s menu system and the audio help system were mentioned 
positively. 

At that time Construct3D was still a static modeling tool and did not provide 
dynamic features. Insights gained from the first evaluation (i.e. the difficulty for 
highly accurate 3D interaction) and the understanding that students would 
educationally benefit from 3D dynamic geometry encouraged us to change 
Construct3D into a dynamic 3D geometry application.  

3.2   2nd Evaluation Study - 2003 

In 2003 we conducted a study based on interviews and the standardized ISONORM 
9241/10 usability questionnaire [9]. We designed a number of training exercises that 
fit the Austrian descriptive geometry curriculum of 11th and 12th grade [4]. Using 
Construct3D, 15 high school students (9 male, 6 female) worked on these exercises 
with the aid of their teachers. All students attended geometry classes (descriptive 
geometry) since the beginning of grade 11. Each of them participated in 5 training 
sessions lasting 6 hours. Our main objective was to assess the usability of our system 
and its potential as an educational tool for real high school work. At the end of all 
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training sessions students had to answer an ISONORM usability questionnaire. Two 
questions regarding self-descriptiveness of the application had to be removed since 
they were related to desktop applications only. Afterwards students answered general 
questions regarding user acceptance, user behavior, technical requirements and 
organizational aspects. 

Results. A closer look at the data (Figure 2) reveals that the categories “suitability for 
learning” and “suitability for task” received the highest rating which is very important 
in this context. In our opinion the highest priorities for an educational application that 
complies with pedagogic theories such as constructivism are that it (1) is easy to use 
and requires little time to learn, (2) encourages learners to try new functions and (3) 
can be used consistently and is designed in a way that things you learned once are 
memorized well. These are exactly the items that students rated very high. Almost all 
students reported that they could imagine using the current version of Construct3D in 
high school or university education. 
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Fig. 3. Results of the ISONORM [9] usability questionnaire in 6 categories 

The categories “self-descriptiveness” and “conformity with user expectations” got 
lower ratings than the rest. Self-descriptiveness of Construct3D was improved by 
adding better labeling and a help-box on the panel in order to explain all menu items.  

As a result of this usability study the user interface was completely redesigned. The 
menu system was restructured (Fig. 2) to make features that are used most frequently 
easily accessible. In addition the visual design of geometric objects was enhanced 
considerably. The purpose of visual design of objects constructed by the user is to 
support the user's understanding of a construction. Unlike desktop visualization of the 
same content, using stereoscopic see-through HMDs requires to deal with limited 
contrast, resolution and viewing angle. Moreover, the system should present scenes of 
high depth complexity in a clear way, providing an improved insight into the 
construction. Among the techniques employed in Construct3D to support these goals 
are the use of transparencies for geometric objects to allow students to see inside 
objects (Fig. 1), consistent color coding to allow distinguishing between multiple 
users’ contributions (which is especially important in distributed remote teaching 
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scenarios), separation into layers to support semantic structuring of a construction, 
and automatic previewing of new objects. Details of the improvements are given  
in [3]. 

3.3   3rd Evaluation Study - 2005 

In the 2005 evaluation 47 students were solving tasks with Construct3D in AR while 
another group of 44 students solved the same geometric problems with an educational 
desktop application called CAD3D [10] (which is used in Austrian high schools). 
Participants were Austrian high school students aged between 16 to 19 years 
(M = 17.49, SD = .79; 44 (48.4%) male and 47 (51.6%) female). Students attended 6 
training sessions which lasted 45 minutes with one week pause in between. In both 
groups a tutor supervised two students working on the geometry tasks. The tutors 
explained the tasks to the students and supported them if they needed help. 

Overall

Technical aspects

Menu/Interface

Feedback

Satisfaction

Usefulness

Learnability

Controllability

3.5

3.0

2.5

2.0

M
ea

n

CAD3D

Construct3D

group

 

Fig. 4. Usability ratings of students working with Construct3D and CAD3D (4-point Likert 
scale; 1-min, 4-max = best; error bars ± 1.96 * standard error) 

To assess usability we adapted questions of 8 established usability questionnaires 
to develop a questionnaire (7 scales (see Fig. 4); 28 questions in total) better suited for 
the range of applications tested. The questions were taken from the Questionnaire for 
User Interface Satisfaction, Perceived Usefulness and Ease of Use, Purdue Usability 
Testing Questionnaire, Computer System Usability Questionnaire, Practical 
Heuristics for Usability Evaluation (all at [11]), Software Usability Measurement 
Inventory [12], SUS [13] and the ISONORM [9] usability questionnaire. 
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Results. The analysis of the usability questionnaire showed that students using 
Construct3D gave higher ratings (p < .01) for all categories (Controllability, 
Learnability, Usefulness, Satisfaction, Feedback, and Menu/Interface) except 
technical aspects (e.g. robustness) than students using CAD3D. This indicates that the 
AR based geometry education application Construct3D is a highly usable system 
which - from a usability perspective - has several advantages over the traditional 
desktop based application. Especially user satisfaction, learnability and controllability 
got high ratings. However the low ratings for technical aspects suggest that there are 
still some issues regarding technical robustness that have to be addressed. Infrequent 
system crashes and minor technical problems can reduce motivation of participants 
and usability of the system. 

Comparing the results of the 2003 and 2005 evaluations illustrates that conformity 
with user expectations (2003) / satisfaction (2005) was improved throughout the 
years. Suitability for the task got quite high ratings in the 2003 evaluation. In 2005 
students rated usefulness, the equivalent scale, somewhat lower. In the 2005 
evaluation a more extensive training setup was realized and thus students worked on a 
broader variety of geometric problems (e.g. problems used in standard school 
curriculum). Hence, this result may indicate for which kind of geometric problems 
Construct3D is a suitable educational tool. In both formative evaluations its strengths 
became obvious. Construct3D should mainly be used for teaching content which 
utilizes 3D dynamic geometry or requires the visualization of abstract problems. In 
addition these are areas that are hardly covered by other educational applications. 

We also asked the students other questions in order to get more detailed feedback 
on the training task and setup. Analyzing the students’ answers to these questions may 
help to refine our system setup and further adapt it to users needs. Table 1 shows the 
preferred training setup of students using Construct3D and CAD3D. 

Table 1. How would you prefer to work with Construct3D / CAD3D 

 Construct3D CAD3D 

2 students, one tutor (like in the 
training sessions) 

80.95% 86.00% 

1 student, one tutor 9.52% 4.65% 

2 students, without tutor 4.76% 2.33% 

alone 4.76% 4.65% 

There were no significant differences regarding the preferred training setup 
between students working with Construct3D and CAD3D. Most of the students liked 
the setup we used for the trainings in our study: 2 students working with one tutor. 

Regarding the potential use of Construct3D in educational institutions we asked the 
students if they would like to use Construct3D in school in a setting similar they 
worked with (1 to 2 students) given the technical equipment would be affordable for 
schools. The majority of students would like to use Construct3D in school 
(yes = 64.44%, rather yes = 26.67%); 8.89% would rather not like to use the system in 
schools. Students’ comments on the potential problems of using Construct3D in 
schools were mainly concerned with lack of finances and the robustness of hardware 
and software. 
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4   Simulator Sickness 

As described earlier, Construct3D requires users to wear a HMD. In the second 
evaluation study (2003) some of the students reported negative side effects after 
working in the virtual environment, a condition known as simulator sickness, which is 
similar to motion sickness [14]. One female student reported headache and eye strain 
after 20 minutes of work in the virtual environment but did not stop working and 
wanted to use Construct3D again. In retrospect we know that our evaluation sessions 
lasting one hour were simply too long for continuous work with a HMD. Since 
negative side effects are a general potential problem when working with HMDs and 
influence the user’s subjective experience of a VR/AR environment considerably they 
are relevant to all VR/AR applications that use these displays. We identified some 
possible reasons of such negative side effects that may be relevant to our virtual 
environment such as accommodation problems, low frame rate, lag or bad fitting 
helmets. If not taken into account, symptoms experienced by users affected by 
simulator sickness can drastically diminish usability of a system [15]. 
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Fig. 5. Percentage of users reporting a specific symptom is shown (0% = reported by no user; 
100% = reported by all users) 

In order to minimize the chance of users suffering from symptoms of simulator 
sickness we limited training sessions to a maximum of 45 minutes in our third 
evaluation study (2005). Furthermore we replaced the hard plastic helmet (Fig. 1, left) 
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which caused pressure on some students’ forehead or even headache with a relatively 
lightweight bicycle crash helmet (Fig. 1, right). Students also were asked to take a rest 
when they felt the need to. After they finished the training sessions with Construct3D 
we asked them to which extent they actually did experience specific symptoms related 
to simulator sickness (questionnaire; 11 questions). Fig. 5 shows the percentage of 
participants having experienced a specific symptom ‘not at all’, ‘a little bit’ or 
‘strong’ during or while having worked with Construct3D. 

75.56% of the 47 participants felt a moderate amount of tiredness or exhaustion 
and 61.36% reported a little bit of eye strain. There were also some participants who 
reported having experienced some headache (37.78%) and vertigo (35.56%). Most of 
these symptoms may be related to the use of a HMD. Thus although we limited 
training time there still seem to persist issues with respect to some simulator sickness 
symptoms, especially exhaustion and eye strain. However in general most of the 
participants did not report having experienced severe problems. 

In accordance with our observations and other studies we recommend limiting 
HMD usage to 20-30 minutes per session. Based on our experience image quality of 
HMDs but especially lag and quality of tracking data contribute most to the reported 
effects. 

5   Conclusion and Future Work 

In this summary of usability evaluations we describe how we managed to improve 
usability of Construct3D iteratively. We gradually adapted, reconfigured and 
redesigned hard- and software and integrated new interaction techniques and 
interfaces according to our observations and user feedback. A number of studies 
report that cognitive overhead in mastering the interface can hinder training and 
learning of the task [16]. Especially in educational applications it is of utmost 
importance to focus students’ attention on the actual task and to reduce cognitive 
overhead needed to use the application. This motivated us to put a lot of time and 
effort into interaction and user interface design. We gained valuable results from the 
evaluations which helped us to create a more usable AR-based learning environment 
with improved user satisfaction. 

In our latest evaluation we found that the usability of Construct3D was rated higher 
than the usability of a desktop based geometry education application. This may be due 
to the more intuitive workflow when working on 3D tasks. However there are still 
technical issues (e.g. software robustness) that have to be solved in order to improve 
usability even further. Especially problems related to the use of HMDs and tracking 
latency need careful thought. Thus at this stage we recommend to limit usage times of 
head mounted displays in immersive training setups. For an educational application 
such as Construct3D we envision its integration into courses; therefore temporally 
limited usage is very reasonable in this context.  

Developers of AR-based applications face specific hard- and software related 
issues that are different from those of desktop based GUI or WIMP design. No set of 
common design guidelines exist yet that would facilitate or streamline the 
development of easy to use AR systems [15]. 
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Regarding future work we plan to use Construct3D as a tool for evaluating various 
aspects of virtual learning environments in our future research including a 
comprehensive pedagogic evaluation, studying e.g. teaching styles/methodology or 
transfer of learning to tasks in the real world.   
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Abstract. We present an augmented reality application which introduces dif-
ferential geometry in educational dynamic geometry software. New functionality
such as a Frenet frame, center and circle of curvature in arbitrary curve points,
and others were implemented. Dynamic geometry allows to study differential geo-
metric properties under movement. Using this tool we developed examples which
enable teachers and learners to intuitively explore properties of interesting curves,
to visualize contact of higher order between curves and surfaces, to construct
Meusnier’s sphere, Dupin’s indicatrix and more.

Key Words: Differential geometry, dynamic three-dimensional geometry, aug-
mented reality, geometry education.

1. Introduction

Concepts and findings that originate from differential geometry are applicable in a many
areas such as physics [6], economics, computer graphics (e.g. [5]), engineering in general and
geology. To understand the potential of differential geometry and its areas of application the
topic is taught as part of many higher education curriculums of technical studies worldwide.
In this work we present a dynamic geometry software application to aid teaching the basics
of differential geometry of space curves in a very visual and interactive way (Figure 1).

Therefore an augmented reality (AR) [1] application for dynamic geometry education has
been extended to support operations such as the creation of Frenet frames in points on curves,
the plane, center and circle of curvature and others. This software tool is designed to support
teaching and learning of basic geometric principles and properties of different types of curves
and surfaces. The main advantage of using AR is that students actually see three-dimensional
objects which they until now had to calculate and construct with traditional methods. Due
to evaluations and observations [12] we hypothesize that by working directly in 3D space,
complex spatial problems and spatial relationships can be comprehended better and faster
than with traditional methods.

After briefly summarizing related work in the area of dynamic geometry software and
differential geometry we present our software tool Construct3D and its extension together
with practical, intuitive examples for teaching differential geometry in higher education. They

ISSN 1433-8157/$ 2.50 c© 2009 Heldermann Verlag, Berlin
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Figure 1: A student working with Construct3D in our standard AR lab setup with a head
mounted display.

demonstrate which flexibility and potential three-dimensional dynamic geometry holds in
teaching differential geometry.

2. Related Work

In Austrian schools the use of commercial 3D computer-aided design (CAD) software such
as AutoCAD, Pro/ENGINEER, MicroStation, CATIA and others is wide spread in modern
geometry education for teaching principles of 3D modeling. In addition there are excellent
educational 3D modeling programs such as CAD3D [18] or GAM [20] (developed by Austrian
geometers specifically for students) which are frequently used.

In addition to classical educational CAD tools such as CAD3D and GAM a new category
of educational geometry software emerged in recent years.

2.1. Dynamic 2D Geometry Software

Since a computer can record the way we construct geometric objects the software is able
to quickly redo constructions after changing some parameters. A fundamental property of
dynamic geometry software is that the dynamic behavior of a construction can be explored by
interactively moving individual defining elements such as control points of a Bézier curve: pick
a point, move it and see immediately how the construction changes. This dragging capability
is a fundamental improvement compared to drawings on paper or static CAD models.

Comprehensive work on dynamic geometry was done by Kortenkamp in ”Foundations of
Dynamic Geometry” [15]. The first software packages for dynamic geometry were Geometer’s
Sketchpad [10], which appeared first in 1989, and Cabri Geometry [16], dating back to 1988.
Since then dynamic geometry software has spread in education. Today, there are more than
40 packages for dynamic geometry. The most popular ones are Cinderella [21], Euklid [17],
Geometer’s Sketchpad or Cabri Geometry. All of them support two-dimensional geometry
only.

2.2. Dynamic 3D Geometry Software

In late 2004 the first three-dimensional dynamic geometry desktop application Cabri 3D was
presented [4]. The current version supports basic 2D and 3D objects and the intersection
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of lines and planes with these objects but lacks support for general intersection curves be-
tween surfaces, Boolean operations and more complex geometric primitives such as surfaces of
revolution which are present in Construct3D. Lenghts, angles, areas and volumes can be mea-
sured and further calculations can be performed with these results. Animations can be used
for modeling physical phenomena. A tool replays the user’s previously performed construction
steps. Unfolding of all polyhedra into a printable net is supported as well.

Archimedes Geo3D [7] is a cross-platform 3D dynamic geometry application which is
under development by Andreas Goebel since 2006. Similar to 2D dynamic geometry software
Archimedes Geo3D supports the creation of loci which are traces of points, i.e. curves. In
addition it is also possible to create traces of curves in 3D, which are surfaces. Points and basic
shapes can be used as input but curves and surfaces can also be defined using mathematical
parametrizations. Further available features are texturing, animation creation and shadow
generation. Macros can be used to record and replay multiple construction steps and can also
be called recursively. Archimedes Geo3D supports stereoscopic output either by anaglyph
images or by using shutter glasses [7].

2.3. Professional CAD Software

Similarities exist between variational or parametric CAD modelling and dynamic geometry
software. In general small changes of parameters in a CAD construction do not cause stringent
topological changes in the construction. This can be used for instance to customize a single
prototype construction quickly or in case of data compression for storage of a large number
of similar objects. The problems that occur in parametric CAD [8, 9] are similar to those of
dynamic geometry. Parts of these problems are discussed and solved in [15].

Only few commercial 3D CAD software packages provide differential geometry functional-
ity and are therefore related to this work. Rhino3D (www.rhino3d.com) and Pro/ENGINEER
are two such examples. Professional CAD packages are usually not interactive in a sense that
changes are applied in real time in comparison to dynamic geometry software which always
provides immediate feedback to the learner. Because of their fields of application they are
not necessarily optimized to deliver real time results. CAD modelling tools fulfill strigent
accuracy requirements and are typically used for models of higher complexity compared to
those used in education when learning about surface properties.

Rhino3D provides features for the analysis of curves on surfaces in order to visualize
Gaussian curvature, mean curvature, and the minimum or maximum radius of curvature.
Pro/Engineer and other CAD packages offer similar curve and surface analyzing tools. None
of the above presented tools allows to study differential geometric properties of curves and
surfaces in a real-time dynamic - in the sense of dynamic 3D geometry - way.

In the following we present Construct3D which is the first 3D dynamic geometry ap-
plication that provides functions to explore curves and surfaces using dynamic differential
geometry. In addition we demonstrate through a series of educational examples which ’added
value’ dynamic geometry provides to teaching differential geometry and how it enhances un-
derstanding of fundamental geometric knowledge.

3. Construct3D

Construct3D [13, 11] is a three-dimensional dynamic geometry construction tool which has
been designed for educational use. Three usability studies with more than 100 students have
been conducted since 2000 [12] and guidelines have been formulated regarding how to design
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Figure 2: Right: A student working with Construct3D holds a wireless pen and a panel which
are optically tracked using retro-reflective markers. Left: The current view of the student in
the head-mounted display. The menu system on the panel is visible.

AR applications for (geometry) education [14]. A collaborative augmented reality (AR) setup
is utilized with the main advantage that students actually see three dimensional objects in 3D.
The setup supports two collaborating users wearing stereoscopic see-through head mounted
displays (HMDs) (Sony Glasstron D100BE) providing a common, shared virtual construction
space. One PC with two graphic ports renders stereoscopic views for both users. Head and
hands are tracked with millimeter accuracy using an iotracker [19] optical tracking system.
This allows students to walk around objects and to view them from different perspectives.

Construct3D’s menu system is mapped to a hand-held pen and panel interface, the Per-
sonal Interaction Panel (PIP) [23] (Figure 2). The pen is used for operating the menu on
the panel as well as for direct manipulation of the scene in 3D space. Augmented reality is
used so that both users see the same virtual objects as well as each others’ pens and menus,
therefore a user can provide help to another user if desired. The face-to-face setting allows
for traditional pedagogic communication between teacher and students. Other setups for
educational use have been reported in [11].

Construct3D is based on the Studierstube software platform [22] as a runtime environment
and for multi-user synchronization. The current version of Construct3D offers functions for
the construction of 3D points and geometric objects. It provides planar and spatial geometric
operations on objects, measurements, and structuring of elements into ’3D layers’. It supports
generation of and operation on these object types: Points (either freely positioned in space or
fixed on curves and surfaces), lines, planes, circles, ellipses, cuboids, spheres, cylinders, cones,
B-Splines curves, NURBS surfaces up to 8x8 control points and variable degree, and surfaces
of revolution. To mention just a few, the following geometric operations are implemented:
Boolean operations (union, difference, intersection) on 3D objects, intersections between all
types of 2D and 3D objects resulting in intersection points and curves as first class objects,
planar slicing of objects, rotational sweeps, helical sweeps, general sweeps along a path, sur-
face normals, tangential planes, tangents and many more. The system features support for
3D dynamic geometry. All points can be picked and dragged at any given time. Experienc-
ing what happens under movement allows better insight into a particular construction and
geometry in general.

A comprehensive overview of Construct3D is given in [13, 11].
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3.1. Geometry Kernel

Construct3D utilizes the ACIS geometry kernel for a wide range of calculations. The 3D ACIS
Modeler [3] is Spatial’s 3D modeling development technology used by developers worldwide,
in industries such as CAD/CAM/CAE, AEC, animation, and shipbuilding. It is the geometry
kernel of Autocad and many other well known CAD applications. ACIS is under development
for more than 15 years and features an object-oriented C++ architecture that enables robust,
3D modeling capabilities. It integrates wireframe, surface, and solid modeling functionality
with both manifold and non-manifold topology, and a rich set of geometric operations.

In Construct3D the ACIS geometry kernel has been integrated especially for calculating
Boolean operations, intersections, tangents and tangential planes, sweep and helical surfaces
as well as NURBS and B-Spline surfaces. ACIS uses mathematical boundary representations
internally and provides methods to calculate derivatives of arbitrary order in a given point
on curves and surfaces (as long as they are differentiable). The ACIS documentation states
that “a certain number of derivatives are evaluated directly and accurately; higher derivatives
are automatically calculated by finite differencing. The accuracy of these decreases with the
order of the derivative, as the cost increases.” This functionality allowed the straightforward
extension of Construct3D to visualize basics of differential geometry in three-dimensional
space.

3.2. Differential Geometry Functions

New features were implemented in Construct3D to support the creation of Frenet frames in
points of curves, the plane, center and circle of curvature and the osculating sphere (sphere
of curvature).

3.2.1. Frenet Frame

The Frenet frame or Frenet trihedron is a reference frame, a rectilinear coordinate system
attached to a point of a space curve consisting of the tangent t, normal n, and the binormal
vector b which are defined as

t = x′(s)

n =
x′′(s)

|x′′(s)|
b = t × n

with a non-degenerate curve x, parametrized by its arclength s. In Construct3D the Frenet
frame can be attached to as many points of a curve as desired. During movement of such
points along the curve (or while changing the curve itself e.g. by moving control points of a B-
spline curve) the trihedron travels along which allows to study tangent, normal and binormal
of the curve in any point at any time (Figure 3(a)).

3.2.2. Plane, Center and Circle of Curvature

The plane of curvature, or osculating plane, in a curve point contains the circle of curvature
of a space curve and is spanned by the normal vector n and the tangent t (Figure 3(a)). The
circle of curvature osculates the curve. Its midpoint M - the center of curvature - lies in
direction of the normal vector of the curve. The distance between center of curvature and
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(a) Frenet frame in a point P of a helix together with
the plane of curvature in P . The center of curvature
moves along a helix as well (section 4.1).

(b) Center and the corresponding circle of curva-
ture (white) in a point on the intersection curve
between two cylinders.

Figure 3: Frenet frame, plane, center and circle of curvature in Construct3D.

curve point is the radius r of the circle of curvature. In case of arc length parametrization of
the curve x the corresponding curvature is computed by κ(s) = |x′′(s)|. With the help of the
Frenet formulas the position of the center of curvature can be derived M(s) = x(s) + 1

κ
n(s).

The radius of curvature is therefore inversely proportional to the curvature ρ(s) = 1
κ(s)

.

3.2.3. Osculating Sphere

An osculating sphere, or sphere of curvature has contact of at least third order with a curve
x. The osculating sphere in P can also be defined as the limit of a variable sphere passing
through four points of x as these points approach P - a property that is used in example 4.2.

The center M of any sphere which has contact of (at least) second order with x at point
P , where the curvature κ > 0, lies on the axis of curvature (also called polar axis) which is
parallel to the binormal passing through the center of curvature corresponding to P . The
torsion of a curve point can be regarded a measure of the rotation of the corresponding plane
of curvature around the tangent. The osculating sphere has center

M(s) = x(s) + ρ(s)n(s) +
ρ′(s)

τ(s)
b(s).

All respective derivatives are calculated by the ACIS kernel in real time whenever the
position of a curve point P changes in order to i.e. update the center of the osculating sphere
while moving P .

4. Teaching Contents for Dynamic 3D Differential Geometry

To demonstrate Construct3D’s potential in dynamic differential geometry we present teaching
contents. Previous evaluation studies identified the main strengths of Construct3D as an
augmented reality teaching aid: The biggest advantages compared to traditional software
tools are obvious if using Construct3D for teaching content which utilizes three-dimensional
dynamic geometry and requires the visualization of abstract problems. We noticed that
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students need to be challenged to use dynamic functionality. Otherwise some of them are
satisfied with constructing static models and do not intend to explore on their own. Therefore
examples are introduced which require to study constructions under movement to foster active
exploration. Our approach of active, explorative learning is in accordance with pedagogic
theories such as activity theory and constructivism.

The examples range in difficulty from higher grade high school to basic university math-
ematics and geometry education. For each example we provide brief background knowledge
as a quick summary of the topic and highlight properties which are most relevant and most
interesting in regard to dynamic geometry.

4.1. Tangent, Normal, Binormal

A good starting point is to study Frenet frames in various curve points. We construct a helix
and display the corresponding cylinder that contains the helix. When moving a Frenet frame
along a helix (Figure 3(a)) diverse curve properties can be studied. Students will soon notice
that the slope of the tangent does not change when moving the point along the curve. A
plane normal to the axis of the helix through the point, or a generator line (which moves with
the point) helps to realize the constant slope of the tangent quickly.

The curvature and the torsion of a helix are constant. Conversely, any space curve with
constant non-zero curvature and constant torsion is a helix. Constant curvature can again
be observed: Since the curvature is constant the center of curvature moves on an offset curve
to the original helix with the same axis which is a helix itself. This can easily be seen in
dynamic geometry by moving a point along the helix and studying its center of curvature
during movement (Figure 3(a)). Equivalentely the centres of the osculating spheres of a helix
are on a helix which can be visualized with Construct3D as well.

In this context it might also be reasonable to discuss the geodesic property of a helix on
a cylinder as well as the helix as a loxodrome of the cylinder and as a line of constant slope.
This is just one example of how Frenet frames can be used in dynamic geometry to learn
about properties of curves.

4.2. Tangency and Contact of m-th order

Introducing differential calculus in high school frequently starts by introducing the difference
quotient. Graphically the slope of a tangent to a function graph is calculated by choosing
two points on a curve. One is the point of interest T where the slope of the tangent needs to
be calculated, the other one is an arbitrary point P on the curve. The slope of their secant is
computed. When moving P closer to T the secant converges to the tangent and the difference
quotient becomes the derivative in the limit case. We call the tangent to be in first order
contact with the curve. This can be quickly visualized in Construct3D using an arbitrary
curve e.g. a B-Spline curve such as in Figure 4(a).

In general a curve c touches a surface Φ : F (x1, xs, x3) = 0 in point c(s0) in (m+1) points
(which is contact of order m) if the function g := F ◦ c, i.e. g(s) = F (x1(s), x2(s), x3(s))
possesses the root of multiplicity (m + 1) i.e.

g(s0) = g′(s0) = . . . = g(m)(s0), g(m+1)(s0) �= 0

Given the possibility of constructing the circle of curvature and the sphere of curvature
in a curve point, together with the option of dynamically moving points on curves we can
visualize the principle of higher order contact in Construct3D.
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(a) The tangent (orange) as the
limit case of the secant (white) of
two converging points.

(b) Second order contact: A circle of
curvature (orange) to a curve (orange)
and the approximating circle (white)
through three converging points.

(c) Third order contact: The
approximation of an osculating
sphere (blue) through four con-
verging points (white) on a B-
Spline curve is shown.

Figure 4: Visualizing contact of higher order in dynamic geometry.

Utilizing the ’circle of curvature’-feature the circle in a point P has been constructed in
Figure 4(b) (orange) to the given curve. It serves as a reference and represents the limit case.
In addition two points on the curve were chosen and moved close to P . The circle passing
through all three points is displayed in white. Students can move these points and compare
the circle to the limit case of second order contact. In the limit case all three points have
identical position and the circles coincide.

The osculating plane in P possesses second order contact with the curve as well. Likewise
the plane of curvature can be approximated by a plane through three converging curve points
[2].

Third order contact is established between an osculating sphere and a curve in point P .
For a curve c, the limiting sphere is obtained by taking the sphere that passes through P
(drawn blue in Figure 4(c)) and three other points on c and then letting these three points
converge towards P independently along c.

4.3. Meusnier Point

Jean Baptiste Meusnier’s Theorem (1779) states that all curves lying on a surface Φ and
having at a given point P ∈ Φ the same tangent t have the same normal curvature κn in this
point P . Therefore the normal curvature κn is a property of the line element (P, t). Meusnier’s
Theorem further implies that the circles of curvature in (P, t) of all curves through P with
tangent t lie on a common sphere called Meusnier sphere. The midpoint of the Meusnier
sphere is the Meusnier point. The centers of curvature of all circles of curvature lie on a
common circle.

To construct Meusnier’s point and sphere in Construct3D we take an arbitrary surface Φ
- a NURBS surface with a 5x5 control patch was chosen in Figure 5. We pick an arbitrary
point P on Φ, take an arbitrary tangent t through P in its tangential plane to Φ. For further
constructions (P, t) is the line element of our choice. Three arbitrary planes through (P, t)
are intersected with Φ resulting in three intersection curves. We construct the centers and
circles of curvature to all these curves in P and get three centers and circles of curvature
(Figure 5(a)). The circle containing all three centers of curvature can be seen in Figures 5(a)
and 5(b) (a small white circle containing four points). We visually verified it by checking if a
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(a) Intersection curves of four planes through (P, t) (P in
blue, t white) with the NURBS surface Φ (blue wireframe).
The circles of curvature to three curves in P are visible
(white) as well.

(b) The circle containing all centers of curvature
(white) to (P, t) also contains the Meusnier point.
The Meusnier sphere is displayed transparent white.

(c) Meusnier sphere in (P, t) (orange) containing the circles
of curvature (blue).

Figure 5: Meusnier point and Meusnier sphere.



46

H. Kaufmann: Dynamic Differential Geometry with Augmented Reality

fourth center of curvature coincides with it as well.
The Meusnier sphere contains all circles of curvature in (P, t) and therefore also the

constructed ones. Four points were chosen on the circles and then the sphere passing through
all of them was constructed (by intersecting their symmetry planes). This gives the center of
the sphere, the Meusnier point to (P, t) (Figure 5(b)). Finally the Meusnier sphere in (P, t)
is shown in Figure 5(c).

By moving P on Φ the Meusnier sphere, the circles of curvatures, the intersection curves
and all other depending elements can be studied.

In a teaching lesson students can for example investigate in which cases the Meusnier point
is identical to the center of the osculating sphere in a curve point. By dynamic exploration it
is straighforward to find cases where the Meusnier sphere degenerates.

4.4. Classification of points on a surface

Curvature in curve points can be visualized well by drawing the circle of curvature. The
curvature vector of a curve c on a surface can be written as c′′ = κgg + κnn. g is a vector
normal to the normal vector n in the tangential plane, κg is called geodesic curvature and κn

normal curvature.
Surface points can be classified regarding their curvature into elliptic, hyperbolic and

parabolic points. The Dupin indicatrix visualizes and describes curvature properties at a
point of a surface. It is named after Pierre Charles Francois Dupin (1813), who was the first
to use this curve in the study of surfaces.

Dupin’s indicatrix lies in the tangential plane to the surface Φ at point P . ρN(t) is the
radius of the normal curvature in direction t: ρN(t) = 1/κn(t) and k is a positive number k > 0.
If we take any tangent t in the tangential plane of point P and plot the length

√
kρN(t) > 0

on both sides of P on t then we get a point set in the tangential plane - symmetric around
P - called Dupin indicatrix i(k) to the constant k. To each tangent direction the normal
curvature can be read out of Dupin’s indicatrix if the constant k is known.

(a) Clearly an elliptic point. (b) Intersection of the offset tangen-
tial plane with Φ in a hyperbolic
point.

Figure 6: Elliptic and hyperbolic points on a surface of revolution.

The Dupin indicatrix is an ellipse if P is an elliptic point, it degenerates into a circle if
the point is an umbilical nonplanar point. For a hyperbolic point, the Dupin indicatrix is a
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(a) Viviani’s window with additional top, front
and left side view.

(b) Villarceu circles.

Figure 7: Learning about properties of interesting curves.

pair of conjugate hyperbolas. For a parabolic point, the Dupin indicatrix degenerates into a
pair of parallel lines.

Dupin’s indicatrix can also be interpreted as an intersection of a plane, parallel to the
tangential plane in P , which is offset by an infinitesimally small amount. In order to ’visualize’
Dupin’s indicatrix in Construct3D the tangential plane in a surface point was offset by an
epsilon value in the direction of the surface normal vector. The intersection of this minimally
offset plane with the surface is a visual indication to which type - according to the above
mentioned classification - the point belongs to. The intersection resembles an ellipse in an
elliptic point and resembles a hyperbola in a hyperbolic point. Figure 6 shows two examples
of intersection curves in points of a surface of revolution. Parabolic points can be visualized
easily if the surface of choice is a cylinder for instance. All points on a cylinder are parabolic
and the intersection with the offset tangential plane are two parallel generator lines.

4.5. Studying Interesting Curves

Many interesting curves came into mind when considering educational applications of the
presented work. A curve that is frequently studied is Viviani’s Window (Figure 7(a)). Top
(lemniscate), front (circle) and left side view (parabolic segment) are shown in Figure 7(a).
There are multiple interesting properties of Viviani’s Window that can be studied in this
context.

Another example are the Villarceau circles (Figure 7(b)) produced by cutting a torus
diagonally by a double tangential plane. The Villarceau cirlces are loxodromes of the torus
[24]. In Construct3D this can be explored visually by moving a point along the Villarceu circles
together with its Frenet frame. Observing the tangents’ angle to the circles of longitude and
latitude in that point shows that it stays constant during movement.

Without going into further detail it is obvious that there is a wide variety of content
that can be studied in a dynamic geometry application such as Construct3D which provides
differential geometric functionality.
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5. Conclusion and Future Work

In this paper we introduced three-dimensional differential geometry in dynamic geometry
software. We showed the applicability of Construct3D for dynamic differential geometry
education in a wide range of examples. The content in section 4 has not been evaluated with
students yet but previous evaluations with Construct3D have been comprehensive [12]. They
provided constructive feedback that improved technological development as well as content
design [14] and have been taken into account when developing the examples presented here.

Augmented or virtual reality is supposed to enrich traditional geometry education, not
to substitute it. There are still major obstacles to overcome before these technologies may
be used in schools which are mainly related to costs - costs of hardware but also of technical
personnel to run and maintain technologically complex setups. In order to bring augmented
reality to schools further technological developments are needed to lower prices of necessary
hardware equipment and to develop alternative setups which enable larger groups of students
to participate in the learning experience.

Regarding future work we are investigating the hypothesis that students’ spatial abilities
can be improved by training in augmented reality in an ongoing research project. Therefore
an extensive psychological study with more than 250 students is currently under way.
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Abstract
For distance education utilizing shared Virtual or Augmented Reality (VR/AR) applications, reliable network dis-
tribution of educational content is of prime importance. In this paper we summarize the development of software
components enabling stable and reliable distribution of an existing educational AR application for geometry ed-
ucation. Our efforts focus on three main areas: (1) For long distance distribution of Open Inventor scene graphs,
throughout a wide area IP network, a TCP based network protocol was implemented in Distributed Open Inventor.
(2) A tracking middleware was extended to support sending tracking data unicast instead or in addition to sending
multicast messages. (3) Multiple adaptations in our geometry application were required to improve scalability, ro-
bustness and reliability. We present an early evaluation with high school students in a distant learning, distributed
HMD setup and highlight final results.

Categories and Subject Descriptors (according to ACM CCS): K.3.1 [Computer Uses in Education]: Distance learn-
ing, I.3.2 [Graphics Systems]: Distributed/network graphics, K.3.1 [Computer Uses in Education]: Collaborative
learning, H.5.1 [Multimedia Information Systems]: Artificial, augmented, and virtual realities.

1. Introduction

In order to use Virtual or Augmented Reality applications in
realistic, educational settings, a large group of students must
be able to participate either actively or passively in the ac-
tivities taught in VR/AR. In distance learning with VR/AR,
reliable network distribution and replication of educational
content is of prime importance.

Our work is based on the educational Augmented Re-
ality application Construct3D [KS06, KS03]. This system
deploys Augmented Reality (AR) to provide a natural set-
ting for face-to-face collaboration of teachers and students.
The main advantage of using AR is that students actually
see three dimensional objects which they until now had to
calculate and construct with traditional (mostly pen and pa-
per) methods (Figure 1). By working directly in 3D space,
complex spatial problems and spatial relationships may be
comprehended better and faster than with traditional meth-
ods. Our system utilizes collaborative augmented reality as
a medium for teaching, and uses 3D dynamic geometry to
facilitate mathematics and geometry education. Pedagogical
aspects influenced the design of collaborative AR hardware

setups, user interface design and content design as reported
in [Kau04]. This paper focuses on the technical development

Figure 1: Collaborative co-located work in Construct3D.

and recent advancements enabling distribution in order to
serve groups of students and pedagogical findings when us-
ing Construct3D in a distributed setup for distance educa-
tion.

c© The Eurographics Association and Blackwell Publishing 2006. Published by Blackwell
Publishing, 9600 Garsington Road, Oxford OX4 2DQ, UK and 350 Main Street, Malden,
MA 02148, USA.
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When sharing a virtual workspace for collaboration with
people at distant locations, distribution and replication of
data has to be taken into account.
Ideally, data transmission should be fast to achieve fast re-
sponse times. Especially in long distance distribution this as-
pect is crucial, as the travelling time depends on the distance
to cover. In addition data transmission has to be (in most
cases) reliable. The amount of transmitted data should be
low to achieve fast response times, to prevent network con-
gestion, and to increase efficiency. We distinguish between
different types of distributed data:

• Input data distribution:
Tracked input device data to visualize the actions and
movements of other participants, especially those work-
ing in distant locations. This type of data is typically sent
by a tracker server in VR/AR environments.

• High level application state distribution:
Shared application state, in the form of compacted meta-
data to reduce the amount of transmitted data. Ideally
these metadata suffice to regenerate the correct applica-
tion state without actually transmitting the whole applica-
tion.

• Output data and application content distribution:
(Educational) application content or additional applica-
tion data that needs to be shared.

To allow collaboration between distant users immersed in a
common shared space, a consistent application state is re-
quired throughout all participating sites. This implies that
each participant perceives a similar virtual world, although
slight differences might be possible. In a teaching scenario,
for example, user roles (teacher - student) could be defined
which result in displaying additional information - such
as the solution of a given 3D construction - to a teacher,
whereas the student does not see the solution.

1.1. Contribution

Hesina [Hes01] introduced Distributed Open Inventor (DIV)
and distribution features in Studierstube [SFH∗02], our Aug-
mented Reality software framework, but a series of remain-
ing shortcomings had to be resolved. Existing functionality
was restricted to local networks, because the network im-
plementation makes use of multicast UDP. This networking
mode, though theoretically ideal for the task at hand, lacks
of support for long distance distribution: As a major draw-
back multicast UDP packets are in general not sent through
arbitrary routers on the internet (unless part of the MBONE
network [Eri94]). Therefore immediate distribution between
school networks, without setting up multicast tunnels in co-
operation with local administrators is not possible. In our ex-
perience gathered in past e-learning projects, these obstacles
(which require time and effort of school personnel) usually
prevent usage of the technology in an educational setting.

Our work is supposed to fill this gap, enhancing distri-
bution features, overcoming the rigid restriction in terms

of networking and offering the possibility to truly distrib-
ute Studierstube applications such as Construct3D to remote
places. Due to the practical usage of DIV by Hesina for the
past 5 years, the shortcomings (as mentioned above) became
obvious. Increased interest in Construct3D and collaborative
projects with partners in other countries required a flexible
network implementation, breaking free from standard lab se-
tups in a LAN. Efficient mechanisms for distributing AR/VR
applications over long distances had to be implemented. This
was done on 3 levels:
(1) Tracking middleware (OpenTracker [RS01]) was ex-
tended to send data of tracked input devices in unicast UDP
mode in addition or instead of multicast UDP.
(2) Distributed Open Inventor [Hes01] was extended to send
data using (reliable) TCP instead of reliable multicast UDP.
It enables long distance distribution but also leads to a con-
siderable performance increases in small networks com-
pared to the multicast UDP implementation.
(3) Construct3D [KS03] (section 4) was selected to make
in-depth long distance distribution tests. In addition to ex-
tending distribution functionality, we enhanced the replica-
tion behavior of the application. Initially the whole appli-
cation state - as a scene graph containing all geometric ob-
jects - was transmitted which resulted in a high amount of
transmitted data. To minimize the network load only state
data is being transmitted which enables clients to rebuild the
whole application state themselves. Therefore distribution is
basically restricted to meta information in the form of com-
mand lists containing essential application states. Executing
a command list generates the whole geometric construction
and application state.

Another huge amount of work was spent on massively
increasing robustness of present features by bug-fixing and
reimplementation as well as extending them and introducing
new functionality to push the application further. They are
of major importance for a stable educational application but
are mainly omitted in this context.
Finally an early evaluation of a distributed educational setup
is presented which shows the usefulness of utilizing AR/VR
applications, in example Construct3D, in distance education.

2. Related work

For the development of any educational, distributed VR/AR
application, technological, domain specific, pedagogical and
psychological aspects are of importance. Accordingly, liter-
ature from different and diverse research areas relates to our
work: Tracking frameworks, distributed scene graphs, col-
laborative AR/VR, distributed virtual environments, desk-
top and immersive 3D modeling, educational 2D/3D appli-
cations, dynamic geometry and pedagogic theories such as
constructivism or activity theory. We will briefly mention
work related to the core parts of our work. For a compre-
hensive overview of related work regarding Construct3D we
refer to [Kau04].

c© The Eurographics Association and Blackwell Publishing 2006.
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2.1. Tracking frameworks

With the wealth of different tracking systems and input de-
vices available, it is impossible for application developers
to deal with the details necessary to support each and every
technology natively in their applications. Instead, it is desir-
able to add another level of abstraction, and try to encapsu-
late the details of the necessary software support for various
tracking technologies in a tracking middleware. The goal of
tracking middleware is to serve tracking (and other input)
data to the application, independent of the underlying hard-
and software. Several middleware systems for tracking de-
vices have been developed.
VRPN (Virtual-Reality Private Network) [THS∗01] is a
wide spread device-independent and network-transparent
framework for peripheral devices used in Virtual and Aug-
mented Reality applications written in C++. Networking is
built upon UDP and TCP. Depending on the reliable deliv-
ery property of the tracking data type, the protocol is chosen
on a per message basis.
With OpenTracker [RS01] it is also possible to support dis-
tinct tracking device types by abstraction, to perform various
preprocessing tasks (such as filtering) and network transmis-
sions within a single framework. An OpenTracker client is
integrated into the Studierstube [SFH∗02] toolkit for track-
ing device support.

2.2. Distributed scene graphs

Current high-level 3D graphics libraries are engineered
around the concept of a scene graph, a hierarchical object
oriented data structure of graphical objects. Such a scene
graph gives the programmer an integrated view of graphical
and application specific data, and allows for rapid develop-
ment of arbitrary 3D applications. Although shared memory
systems are capable of directly sharing data, they have ad-
ditional hardware requirements. Distributing and replicating
scene graphs among heterogeneous computer systems does
not require additional hardware.

The blue-c Distributed Scene Graph (bcDSG) [NLSG03]
is based on OpenGL Performer. Distribution features are
added on top of the blue-c framework and are not integrated
into Performer. The scene graph can be divided into a shared
and local partition. Shared parts have to be created using
custom nodes, as standard Performer nodes do not support
distribution. Scene graph synchronization is performed in a
traversal operation at each rendering. This mechanism in-
cludes consistency, locking and ownership features.
Data transfer is done using UDP, enabling multicast sup-
port for more than two participating sites: While scene graph
synchronization messages are transmitted to any participat-
ing site, locking operations are of unicast nature. Relying
on multicast UDP and its routing deficients, the system will
experience afore mentioned problems when used for large
distance distribution. Its synchronization features are based
on nodes as atomic units: Changing a single field causes the

whole node contents to be transferred. This can be problem-
atic, when having huge amount of data belonging to a single
node.

Avango [Tra99] is also based on Performer. Similar to the
Inventor toolkit, its own scene graph nodes act as field con-
tainers, storing data in terms of fields. In addition field con-
nection and streaming mechanisms are introduced similar to
existing concepts in Inventor. Distribution features are based
on so-called distribution groups. To build a shared object, a
local object has to be created and migrated to a distribution
group. On the receiving end all group members reverse this
process by creating a local copy of the distributed object.

Distributed Open Inventor is based on Open Inventor
(OIV), a popular scene graph toolkit. Several implementa-
tions of adding distribution features to OIV exist:
Distributed Open Inventor (DIV) by Hesina [Hes01] is a
stand alone open source add-on to OIV, and has also been
integrated into the Studierstube framework [SRH03]. It en-
ables sharing of a scene graph or parts of it in a network,
which is a fundamental prerequisite for (distant) collabora-
tion in AR/VR environments. If encapsulating application
and its graphical object state altogether in a scene graph, dis-
tribution of that scene graph avoids the dual database prob-
lem [MF98]. Since DIV provides the basis of our work, we
will describe some of the concepts implemented in DIV in
detail:
The implementation makes use of the notification mecha-
nism in OIV and observes occurred scene graph changes by
sensors. On an atomic level changes of field values are moni-
tored. For convenience, a special group called DivGroup de-
notes a subtree for distribution, offering the possibility to
share several independent parts of a scene graph.
Usually a single master hosts the original copy of the scene
graph for replication to guarantee total ordering of messages.
The master is responsible for transmission of scene graph
changes to the network. In this transmission the node name
(where the field value change occured) is used as unique
identifier and naming lies in the responsibility of the master.
Scene graph modification messages transmitted by the mas-
ter typically contain the name of the node where the change
occurred with additional information such as (a) appropriate
field data, if a field update occured or (b) structural infor-
mation, if the update is of structural nature (involving group
node operations).
Slaves process received changes and modify the scene graph.
Initially, slaves are also capable of sending polling packets
to the network, requesting the scene graph from the master.
The master reacts on this message appropriately by trans-
mitting the scene graph in its actual state. This is actually
the implementation of a late joining feature. Networking is
based on the ACE toolkit.

A similar approach to distributed Open Inventor was
implemented by Pečiva [Peč02], also based on a master-
slave architecture. Similar to Hesina, he extended the Open
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Inventor source directly. Therefore scene graphs can be set
up for distribution without replacing standard nodes by a
customized counterpart.

2.3. Educational VR applications

Since the early 1990th researchers have been working on vir-
tual reality applications for purely educational use ( [DSL96,
WB92] and many others).
In the area of mathematics education the most advanced im-
mersive VR project is CyberMath [TN01]. CyberMath is an
avatar-based shared virtual environment aimed at improv-
ing mathematics education. It is suitable for exploring and
teaching mathematics in situations where both teacher and
students are co-present or physically separated. It has been
presented in a CAVE and exists as a desktop VR application.
The recent VRmath system [YN04] is an online application
that utilises desktop VR combined with the power of a Logo-
like programming language, hypermedia and the Internet to
facilitate learning of 3D geometry concepts and processes. A
very good summary of educational VR applications is given
by Mantovani [Man01].

2.4. Pedagogic theory

Constructivist theory provides a valid and reliable basis for
a theory of learning in virtual environments [Osb97,Win93].
As constructivism underlines, learning takes place when stu-
dents build conceptual models that are both consistent with
what they already understand and with the new content.
The core commitment of a constructivist position is that
knowledge is not transmitted directly from one knower to an-
other but is actively built up by the learner. Learning is con-
sidered to be an active process in which learners "construct"
their own knowledge by testing ideas and approaches based
on their prior knowledge and experience, applying these to
a new situation, and integrating the new knowledge gained
with pre-existing intellectual constructs. This is supported
through relevant, engaging learning activities, which involve
problem-solving and critical thinking. We used activity the-
ory [Eng99, TGG04] as a conceptual framework to design
constructivist learning tasks for our evaluation. Details are
given in subsection 5.2.

3. Distribution - Technical Design

In this section we provide a brief overview of our design of
the three components that were extended to support long-
distance distribution: OpenTracker, Distributed Open Inven-
tor and Studierstube. In section 4 Construct3D is described.

3.1. Tracking data distribution in OpenTracker

OpenTracker [RS01] contains components providing track-
ing data transmission between several OpenTracker in-

stances on different hosts. Just like Distributed Open Inven-
tor these capabilities are built upon multicast UDP, which
causes the earlier mentioned multicast-related problems.

Following the data flow principle of OpenTracker, track-
ing data is inserted into the data flow graph by means of
a so called NetworkSource, while a NetworkSink transmits
data to the network. This implies that network traffic con-
cerning tracking data is unidirectional and of multicast na-
ture: Payload data is always transmitted by a single Net-
workSink and received simultaneously by one or more Net-
workSources. It was rather straightforward to add unicast
UDP as an additional networking protocol. A NetworkSink
generating tracking data packets has to deliver them simul-
taneously to associated receivers. To know all receivers, the
NetworkSink has to maintain a list of counterparts (each of
them usually a NetworkSource of an OpenTracker instance
on the receiver side).

The network topology on the logical level is a star. This
topology implies that tracking data of several devices can be
distributed by a single network, as long as data occurs on the
same central location. Of course building several indepen-
dent networks (consuming more network resources) is the
alternative and more general way, as this allows distribution
of tracking data occurring at different places. Establishing
a tracking data network is initiated by NetworkSinks, simi-
lar to the traditional server-client scenario: Each client must
have knowledge in advance about the server providing de-
sired tracking data in terms of socket information (host and
port).

3.2. Distributed Open Inventor

In general Distributed Open Inventor is utilized to distribute
parts of a scene graph. Since scene graph data usually con-
tains important application information, network communi-
cation must be reliable. To overcome the borders of private
local networks, TCP as a very widespread and reliable net-
work protocol was chosen. This implies a lot of changes to
Hesina’s implementation.

In contrast to multicast UDP, TCP allows only point-to-
point communication. On the other hand no reliability treat-
ment is necessary in TCP as this is implicitly taken care of
in the protocol. To allow data delivery to all network nodes,
the TCP implementation, considering its unicast nature, has
to emulate multicast data delivery to comply to the require-
ments of Distributed Open Inventor. As any node might act
as a server, a many-to-many property has to be taken into
account.

Multicast data delivery with multiple senders is done by
building up a logical network of so called true mesh topol-
ogy. This is a network, where each peer is logically con-
nected to each other peer. The main challenge of the TCP im-
plementation is to establish and ensure true mesh topology
at any time. Sending and receiving is, as mentioned before,
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fairly simple: Data is automatically transmitted to each con-
nection simultaneously. On the receiving end nothing spe-
cial has to be taken into account. Processing order of data
received from different connections is uncritical as the next
higher network layer implies that critical data in terms of
processing order is sent from exactly one peer at any time.
Whenever a peer joins the distribution network it must know
at least one peer of the existing network. Otherwise it will be
the only participant of a new network.
A new peer initially contacts the network by sending a spe-
cial message identifying itself just after connection estab-
lishment. This identification contains the server port of the
peer as each peer contains server and client functionality.
The arrival of a new peer must be forwarded to all other
participating sites of the network. All other peers establish
connections to the new peer identifying themselves.
On receiving any identification message, the peer has to
check, if another connection to the counterpart currently ex-
ists. If this is the case, the connection is closed immedi-
ately. Since network redundancy involving more than a sin-
gle peer is effectively prevented in advance, connection clos-
ing should only be done in case of cycles. Livetime informa-
tion (time to live (TTL)) is embedded in the message of a
joining peer. It allows only a certain low number of hops
between peers. This increases efficiency and helps to avoid
infinite cycles.

3.3. Studierstube

The enhancements of Distributed Open Inventor have to be
reflected in Studierstube. Studierstube applications are dis-
tributed automatically by a DivGroup, implicitly created as
a parent of each application. Configuration of the distribu-
tion is handled by the core library with the help of a tool
called session manager. Implicit distribution is implemented
in favor of ensuring distribution capabilities without further
intervention by the application programmer.

The session manager assigns master property to the par-
ticipant who originally hosts a certain application. All other
participating sites (slaves) receive the application scene
graph via network due to the node transfer feature. Termi-
nating the master results in reassigning master property to
another participant. This master-slave property assignment
is conducted autonomously and cannot be influenced by
Studierstube instances. Another task of the session manager
is to create network resources according to the requested
networking mode. To do this, a generator produces network
configuration data. In multicast UDP mode, a single multi-
cast group address and associated port number is generated
per application. In TCP mode, each peer is given a unique
port number to allow running several applications on a sin-
gle machine.
As the assignment of network resources lies in the respon-
sibility of the session manager, it simply creates a list con-
taining proper contact information of all other participants

for each peer and includes this in reconfiguration messages
sent to each participating site. This strategy guarantees high-
est chances to contact any of the other peers to successfully
build up a network.

Further details about design and implementation of our
approach are described in [Csi06].

4. Construct3D

Construct3D is based on the Studierstube AR system
[SFH∗02] and uses augmented reality to provide a nat-
ural setting for face-to-face collaboration of teachers and
students. Based on an underlying distribution mechanism,
Studierstube extends its support to multiple users work-
ing with multiple different display techniques in a shared
workspace that features multiple applications and manage-
ment techniques similar to a common 2D desktop [SRH03].
Studierstube applications are custom nodes which are part of
the scene graph. As Construct3D is just another Studierstube
application, it inherits automatically its distribution features.

4.1. Software design

Construct3D offers functions for the construction of
points, two-dimensional geometric primitives and three-
dimensional geometric objects. It provides functionality for
planar and spatial geometric operations on these objects,
allows measurements, features structuring of elements into
layers and offers basic system functions.
Construct3D promotes and supports exploratory behavior
through dynamic geometry. A fundamental property of dy-
namic geometry software is that dynamic behavior of a con-
struction can be explored by interactively moving individ-
ual defining elements such as corner points of a rigid body.
For example, moving a point lying on a sphere results in
the change of the sphere’s radius. It can be seen what parts
of a construction change and which remain the same. The
histories of constructions as well as dependencies between
geometric objects are maintained. Experiencing what hap-
pens under movement allows better insight into a particular
construction and geometry in general.
At its start Construct3D initializes a 3D window and the user
interface. The menu system is mapped to a hand-held tracked
panel called the personal interaction panel (PIP) [SG97]. The
PIP allows the straightforward integration of conventional
2D interface elements like buttons, sliders, dials etc. as well
as novel 3D interaction widgets (Figure 2). Passive haptic
feedback from the physical props guides the user when in-
teracting with the PIP, while the overlaid graphics allows the
props to be used as multi-functional tools. Students can posi-
tion written notes onto the tablet for instance that might help
them during their work in the virtual environment.
All construction steps are carried out via direct manipulation
in 3D using a stylus tracked with six degrees of freedom. In
order to generate a new point the user clicks with his pen
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Figure 2: Two users collaborate on a construction in Con-
struct3D. To distinguish users’ contribution each user is
working within an own color scheme (note the differently
colored menus).

exactly at the location in 3D space where the point should
appear. Users can easily switch between point mode (for set-
ting new points) and selection mode (for selecting 3D ob-
jects). All 3D operations consistently support dynamic mod-
ifications of their input elements and re-evaluate the result-
ing elements accordingly. Necessary system operations such
as selection and deselection of primitives, save, load, delete,
undo, redo, export and import of VRML files are provided
too. Details on the implementation, specifically the imple-
mentation of undo, redo and other features for multi-user
environments are explained in detail in [Kau04].

The internal structure of the application’s scene graph is
rather simple. Avoiding the dual database problem [MF98],
it encapsulates all of the application’s data. Basically the
scene graph hierarchy is composed by command lists stor-
ing all Construct3D operations. Geometric objects are the
visible results of these operations. A command list and its
interpretation (= the geometric elements) are represented by
node kits. The command list represents the meta-state of the
application, the node kits containing the geometric elements
are rendered and represent the visual state.
These two distinct parts forming the application’s scene
graph are interrelated: Manipulation of geometry causes the
generation of new commands in the command history list.
On the other hand, the execution of commands generates de-
terministic results on visible geometry. Therefore the com-
mand history list is used for file operations (load/save) and
for the undo/redo functionality.

An important property of the command history list is that
it allows the complete regeneration of the application state at
any specific time during the construction process. Therefore
distributing the command history list alone is sufficient to
rebuild the correct application state on any client computer.

Other parts of the scene graph are excluded from distribu-
tion. As each action causes a modification of the command
list position pointer, the latter is a key element in assisting
the detection of changes caused by distribution. Whenever
the shared pointer changes, actions have to be taken.

5. Evaluation

Being one of the longest actively developed educational AR
applications, Construct3D has been used with teachers and
students in more than 500 teaching lessons yet. Usability as-
pects of Construct3D and pedagogical content design have
been evaluated in two previous evaluations as summarized
in [Kau04] providing very good results and useful feedback.
The current evaluation focuses on distributed, distant learn-
ing.

5.1. Collaborative, distributed hardware setup

The standard setup used for Construct3D supports two
collaborating users wearing stereoscopic see-through head
mounted displays (HMDs) (see Figure 1) providing a shared
virtual space. The users interact with the system using pen
and pad props. Both users see the same virtual objects as
well as each others’ pens and menu systems which allows
a student or teacher to help the other user with the menu
system for instance if necessary. The same is valid in a dis-
tance learning scenario since input device data is shared
amongst remotely located users. Because of see-through
head mounted displays they perceive their real bodies, ges-
tures and actions and those of people outside the virtual
space, i.e. a teacher, as well which is especially important
for co-located work. Head and hands are tracked using an
ARTTrack optical tracking system. In a co-located setup
one dedicated host with 2 graphic ports renders stereoscopic
views for both users. In distributed setups rendering as well
as computation of the geometric objects is done locally on
each participant’s PC.
Our immersive setup that uses head mounted displays is
most favored by teachers and students. The big advantage
of this setup is that it allows users to actively "walk around"
geometric objects which are fixed in space. Excited students
sometimes lie down on the floor to view objects from be-
low or step on a chair to look down from above. This is a
unique feature of an HMD setup which cannot be provided
by monitor or projection screen based hardware configura-
tions. It actively involves students and therefore complies
with constructivist learning theories. Geometric objects are
not abstract anymore but in spatial relation to the learner’s
own body, they can be manipulated directly and are nearly
tangible. We think these are key features to learning and to
improving spatial abilities with Construct3D.

Other AR setups for educational use have been tested with
Construct3D such as a basic desktop setup, semi-immersive,
mobile and hybrid setups which are described in detail in
[KS03].
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5.2. The link to pedagogical theory

In the course of this study the technical requirements of Con-
struct3D, the learning tasks as well as the evaluation method-
ology were aligned in accordance with pedagogical con-
cepts and learning practices based on constructivism, com-
bined with action-oriented learning such as real-problem
solving, collaborative learning, exploratory learning and in-
terdisciplinary learning, stemming from activity theory and
the theory of expansive learning [Eng87,Eng99]. In particu-
lar, learning tasks had to

• be part of the actual curriculum in schools.
• represent a holistic real life problem. The description (in-

struction) of the task should be embedded in authentic
(real life) context and not at the level of an abstract in-
struction.

• offer the possibility to be viewed from several perspec-
tives. The focus on different perspectives should support
the transfer of knowledge to other similar, but not identi-
cal problems.

• be available in multiple representations (different kind of
visualisations of the task).

• meet the experience and interests of the students Ű which
kinds of tasks they are already familiar with, what kind of
problems might they be confronted with in the near future,
etc.

The pedagogical theories also influenced the context in
which the learning takes place. During the learning process,
the following aspects were considered: Learning was an ac-
tive process, and students collaboratively performed practi-
cal tasks to improve their procedural knowledge. Students
structured and controlled the learning process. They chose
the approach, and the methods for solving the task. The
learning process should enable knowledge construction; stu-
dents should develop their own ideas and approaches. They
should be able to identify a contradiction or a conflict in the
task. Students should investigate their learning with respect
to methods used to organize their information and interpreta-
tion. Finally, they should analyze and evaluate their solution
with respect to strengths and weaknesses.
The teacher acted as a coach, analysing students’ strategies
during the collaborative learning process, diagnosing mis-
takes and misunderstandings and supporting students.

5.3. Evaluation design

Early at the development phase we conducted a first eval-
uation with distributed Construct3D to investigate its use-
fulness for distributed collaborative learning and teaching.
The evaluation was based on the methodological frame-
work CIELT (Concept and Instruments for evaluating learn-
ing technologies [TGG04]). Within the evaluation design
we discriminated three phases for the evaluation. The
preparation-phase was the period before the actual evalua-
tion sessions start. During the experiments, learning was ob-
served and the assessment-phase concluded the experiments.

The evaluation design for the experiments is shown in Figure
3. To be able to derive information about the effectiveness

Figure 3: Students working in a distributed HMD setup in
two different labs.

of distributed collaborative learning, we followed a quasi-
experimental design for the geometry experiment, which in-
volved splitting learner groups. Seven learner groups per-
formed three geometry tasks in a face-to-face setting, work-
ing next to each other, whereas two learner groups performed
these three tasks in a distributed setting (Figure 4). For the
distributed setting each group member was located in a dif-
ferent room. A learner group consisted of two students and
one teacher. In both settings both users were wearing HMDs,
were tracked by an optical tracking system or a magnetic
tracking system in the second lab, and a teacher was watch-
ing (in a different room) on a monitor.

For this early evaluation all students were located in
rooms in the same building, therefore issues of latency in
long distance collaboration were not faced at that stage.
Long distance collaboration was tested throughout the devel-
opment process and with the final implementation at an in-
formal level. Application specific adaptations for improved
robustness had to be implemented in case of delayed mes-
sages arriving from different sources (e.g. tracking data com-
ing from a different source than application data). Large
scale testing is part of our future work (see 6.1).

Figure 4: Students working in a distributed HMD setup in
two different labs.
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5.4. Learning tasks

Based on the above mentioned characteristics, three learning
tasks were developed. Each group had to accomplish these
tasks during the evaluation.

• The first learning task dealt with the wheels of an airplane,
which were rotated into a shell in the hull of an airplane
after its take off. The wheel in its start and end position
were given. Students had to construct the axis of rotation
and the angle of rotation for the wheel from its original
position into the position in the hull. A screenshot of the
given elements that they will face later in the virtual world
was given as well.

• In the second task, a satellite dish had to be adjusted to
point to the TV-SAT2 satellite. Students had to translate
this real life problem into a geometric problem to be able
to identify two angles, which are needed to adjust the
satellite dish. Web links were presented with additional
information about geostationary satellites; images were
also given to help understand and translate the problem.
The virtual scene in Construct3D showed a small model
of the earth where all continents and seas could be seen, to
help pupils find the correct places on earth and to immerse
them further into the problem.

• In task 3 a rope was redirected from one given position
to a final given position. Two deflection sheaves, which
were drawn as circles, redirected the rope. These had to
be constructed by the students. Deflection sheaves can be
found in skiing lifts, elevators and many other machines.
A draft was given to lead the students to a correct solution.

5.5. Evaluation results

Overall 18 students and 2 teachers participated in the evalua-
tion of the C3D system. Students were between 17-18 years
old and attended grade 11 or 12 of Austrian senior high
school. They all head average to good computer experience.

The usability of the C3D system was measured with the
ISONORM 9241/10 questionnaire [Prü97]. The overall us-
ability of C3D was rated good, with M=2.37 (SD=0.42; with
values ranging from "1=Completely adequate" to "5=Com-
pletely inadequate"). When analysed with respect to the two
settings, distributed and face-to-face learning, there was no
significant difference between the two groups, except for
the principle of suitability for learning. There, groups in the
distributed setting rated the suitability for learning statisti-
cally significant better than groups in the face-to-face setting
(p=.01). We want to point out that due to the small sample,
results have to be interpreted carefully. In an additional inter-
view, students of the distributed setting mentioned that due
to the distributed setting they concentrated better on what the
other person said or did.

Open ended questions from the participants were analysed
in a qualitative way to summarize the difficulties experi-
enced while working with Construct3D. Most frequently

students complained about an instable distributed system
that crashed during the experiments. These difficulties were
related to the very early trial of our implementation. We got
very useful feedback which helped to make distribution very
robust and develop the final system as described in this pa-
per.

Participants also rated the perceived usefulness of Con-
struct3D for meeting (1) learning, (2) communication and
(3) collaboration needs (1=very good, 5=not at all). The
mean values for those 3 categories were between 1 and 2.14.
There was no statistically difference between the distributed
and the face-to-face group.

Furthermore participants rated the perceived collaborative
awareness (ranging from "always = 1" to "never = 5") based
on findings from Caroll et al. [CNI∗03]. The authors stated
that three aspects of awareness have to be taken into account
measuring the effectiveness of the collaboration. Students
rated their awareness (while working with Construct3D) of
other working students with 1.17 (std.dev. σ = 0.707). Their
awareness of interacting colleagues was rated with 1.50 (σ
= 0.632) and their awareness that other users are thinking
and planning was rated with 2.06 (σ = 0.873). The good
ratings could be explained by our very specific application
design with respect to supporting multiple users. A different
color scheme is used for every user which allows teachers
and students to clearly distinguish between each user’s con-
tribution [KS06]. In co-located setups collaboration is sup-
ported by Augmented Reality, specifically see-through head
mounted displays which enable users to see the movements
of others.

To investigate the learning outcome we differentiated be-
tween successful and non-successful groups. The learning
outcome was measured in two ways. Firstly, for each task
a specific time frame was defined. After that, groups had
to stop working on the task, but the teacher explained the
solution. The time frame for the three geometry tasks was
set for 45 minutes each to complete the task. Learning ses-
sions either stopped when students solved the task or after
the set period of time was reached. Second, a fixed, quasi-
experimental design was used, following the traditional pre-
knowledge test - intervention - post-knowledge test design.
Before the actual experiment started, students had to fill in
a multiple choice test, trying to find the correct answers for
8 geometry content related questions. The correct answers
of this pre-test constituted the individual base-line for each
student, providing information concerning knowledge about
the geometry topics that each student had before the actual
topics were taught. After performing the three tasks students
had to fill in another multiple choice test, again trying to
find the correct answers for 8 content related questions. The
results of the knowledge pre- and post test could then be
compared providing information about how much knowl-
edge had been increased during the experiment.

In the geometry experiment 9 groups (2 students and 1
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teacher) from three schools in Austria participated, perform-
ing 3 tasks. Five out of the nine groups solved all 3 tasks
within the given time frame (45 minutes for each task).
Based on the results of the knowledge pre- and post tests we
investigated changes in the domain specific knowledge. In
the pre-test students were able to answer on average 4 out of
the 8 questions (M=4.67), after the experiments they were
able to answer almost 6 out of the 8 questions (M=5.86).
This difference between the pre- and post-test was statis-
tically significant (p=.003). A positive correlation between
pre- and post-test was found (r=.66, p=.003). These results
provide first hints that learning in a distributed Construct3D
setup has positive effects on the knowledge increase of stu-
dents. In both co-located and distributed learning groups the
knowledge gain was high. No difference was found, there-
fore distance learning did not effect knowledge gain in any
negative way.

We were extremely surprised to see that students collabo-
rated in the distributed, distance learning setup without any
problems. Four participants from a school for highly-gifted
students were extremely skilled collaborating in the distrib-
uted setup. They said that it’s even easier than co-located
collaboration because they can fully move around geomet-
ric objects and can freely interact with them without being
considerate of other people who physically share virtual and
real space with them in a co-located setting.

6. Conclusion

Running DIV on TCP enables long distance distribution
without the effort of tunneling or relying on special in-
frastructure (MBONE [Eri94]). Depending on the amount
and complexity of scene graph data, initial node transfer
takes some time. But after this initialization state, interac-
tion has to be fast and responsive.

Comparing the multicast UDP and TCP implementation,
it is easily observable that TCP performance is over-topping
multicast UDP, especially in small networks: Generating
huge amounts of DIV updates by heavily manipulating the
scene graph contents, network data throughput in the TCP
implementation seems to be much better. On multicast UDP,
the send queue gets comparatively quickly full, causing ren-
dering thread blocking of the master. Consequently, inter-
active manipulation is not possible while having the render
thread waiting for dequeuing to take place. Maintaining the
same conditions (queue size) while running these massive
stress tests, this blocking phenomenon could not be achieved
on TCP. We assume that this is related to a sub-optimal im-
plementation of multicast UDP in the ACE network library
that we use.

Construct3D is fully benefiting from all distribution fea-
tures: Multi-user functionality raises the demand for track-
ing data distribution. Supporting master transfer ability is
desired for more flexible use cases. Generally speaking, a

very high degree of flexibility is ensured by three orthogonal
aspects:

• User configuration and user resources such as output de-
vices, panels and pens can be freely specified.

• The host of the application (DIV master) can be se-
lected without restriction and is completely independent
of associated users and their resources. Startup order is
completely insignificant and the master automatically mi-
grates by session management on termination.

• Finally, by configuring OpenTracker properly, tracking
data distribution (usually done on a separate tracking
server) is independent of all other aspects.

Each Construct3D instance can be configured in multi-
ple ways by defining the number of users, its associated re-
sources, specifying application retrieval method (by distrib-
ution as slave or by file input as master) and tracking data
obtaining strategy.

Further on a central and persistent Construct3D service
can be established as a background process without the need
of directly associated users and rendering output. This al-
lows joining and leaving a persistent Construct3D learning
experiment at any time. In contrast to this, dynamically mi-
grating Construct3D application hosts with directly associ-
ated users and rendering tasks is also easily possible without
difficult configuration effort, as contacting the session man-
ager performs all bootstrapping.

6.1. Future work

Regarding the technical aspects we omitted the fact that our
implementation of DIV supports using multicast UDP and
TCP connections simultaneously in a hybrid network con-
figuration. For example a simple hybrid network setup could
consist of two local networks with multicast support (e.g.
two local school networks or two university networks) which
are connected using a reliable TCP connection. Extensive
tests with hybrid network configurations are planned since
they allow more efficient distribution between multicast en-
abled subnets.

Since the early evaluation in 2005 no further user studies
have been conducted with distributed Construct3D. In order
to simulate real classroom conditions, large scale testing of
our implementation with a large number of client PCs (> 15)
needs to be done. It should ideally be coupled with a large
scale evaluation with high-school students.
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Multiple Head Mounted Displays in Virtual 
and Augmented Reality Applications 

 
Abstract—With th e recen t in troduction of low  cos t head 

mounted display s (HM Ds), pr ices of HMD-based virtual reality 
setups dr opped c onsiderably. In various application areas 
personal head mounted displays can be utiliz ed for groups of 
users to d eliver d ifferent con text s ensitive in formation to 
individual use rs. We  pr esent a har dware se tup that allow s 
attaching 12 or more HMDs to a single PC. Finally we 
demonstrate how a collaborative, educational, augmented reality 
application is used by six students wearing HMDs on a single  PC 
simultaneously with interactive framerates.  
 

Index Terms —Augmented r eality, he ad mounte d display s, 
multi-user applications, virtual reality.  
 

I. INTRODUCTION 

In previous years Virtual or Augmented Reality (VR/AR) 
applications using head mounted displays (HMDs) supported 
only a low number of users. Very few applications [21] and 
setups are described in literature using more than two head 
mounted displays simultaneously. In a number of application 
areas multi-user setups with head mounted personal displays 
would be beneficial though. In contrast to stereoscopic VR 
multi-display setups used for large audiences (which are 
typically projection systems nowadays), personal displays 
allow to deliver specific context or user dependent information 
[16] to the individual.  

HMDs support collaborative VR/AR and allow personalized 
viewing of data at the same time. In education and training 
applications [10], for instance, this is of specific interest. In 
training (e.g. medical training) groups of users with personal 
displays can study a dataset together with a tutor whereas each 
participant is still able to choose his own visualization mode of 
the data (or a subset), depending on the own knowledge and 
preferences. Context sensitive rendering is also useful in 
teaching scenarios where a teacher can be enabled to see a 
solution of a problem whereas (some) students in the same 
VR/AR environment cannot see it [8]. Entertainment is 
obviously another interesting application area for the usage of 
head mounted personal displays on a larger scale [21]. 
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II. BACKGROUND AND RELATED WORK 
Considering the image generation process to provide 

multiple users in VR/AR with individual graphical output, 
three different types and approaches are known in literature: 

 
• Private or individual screen(s): Each participating user is 

associated with an individual display and frame buffer(s), 
where the “personal” image is generated. One HMD per 
user is a common example of this. 

• Frame interleaving: Users share the same set of screens, 
but a time-based multiplexing/slicing algorithm separates 
the images of individual users. Rendered images are 
displayed time-sequentially on the output device. Special 
hardware (e.g. glasses as in [3]) is needed to synchronize 
correctly for each user. With an increasing number of 
participants this method suffers from bad brightness caused 
by long time slices of blank images after de-multiplexing 
on a per-user basis [3]. 

• Screen partitioning: Rendered images are written into a 
single frame-buffer and displayed on the same output 
device. They have to be separated by additional optics to 
allow each user to see his specific portion of the screen 
only. Typical examples are the Virtual Showcase [2] or the 
IllusionHole [12]. 

 
With a growing number of users (more than four) the frame 

interleaving as well as the screen partitioning approaches both 
become impracticable. There are multiple reasons why 
applications utilizing large numbers of HMDs are rare: 

High costs are a major factor why the acquisition of multiple 
HMDs has been infeasible in previous years. With the 
introduction of low cost HMDs such as the Emagin Z800 
3DVisor or the Icuity DV920 non-see-through HMDs became 
affordable. Optical-see-through HMDs for AR applications are 
currently still not available at a low price. Only few large scale 
HMD setups can be found in literature. One example are the 
Virtual Theaters [21] built for edutainment purposes and 
medical training during the phase of the VR hype in the mid 
1990’s until the end of the decade. The usage of multiple (up to 
four) HMDs has also been considered in neuroendoscopy [22] 
to allow the principal surgeon, as well as other members of the 
surgical team to view the surgical site concurrently. 

In the following we focus on the use of stereo-capable 
HMDs only. Depending on the stereo mode supported by the 
HMD, one (field-sequential/quad-buffered) or two (dual-head) 
graphic card outputs are needed per HMD to generate a 
stereoscopic image on the device. Therefore the number of 
available VGA/DVI ports is an important factor when building 
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multi-HMD setups. On professional PC graphics cards with 
two output ports, two HMDs supporting quad-buffered stereo 
can be connected – one to each output. Alternatively expensive 
high-end workstation hardware which provides multiple 
outputs supports setups with multiple HMDs too.  

Obviously distributed VR/AR frameworks can be used to 
build large scale HMD setups as well. Cluster-based 
approaches for multi-display rendering have been studied in the 
past [6, 15, 17, 20] (and by many more).  

As mentioned in related work [17, 20] an advantage of 
cluster rendering to single workstation/PC solutions is higher 
computing power per graphics port. With the advent of 
multi-core processors being now widely available to the public 
rendering load can be distributed more efficiently within a 
single PC though (see sectionⅤ).  

Maintenance costs and efforts of distributed VR/AR setups 
with multiple clients are considerably higher than those of 
single workstation solutions. In addition hardware costs of 
small cluster-PC solutions are nowadays higher than single PC 
solutions with multi-core processors assuming comparable 
performance. There is also no network traffic on physical 
media when running on a single workstation and in case of a 
single instance solution there is even no need for networking 
and data synchronization at all. 

Multi-display setups in general have been studied by many 
research groups in previous years. For instance, Schmalstieg et 
al. [18] describe a distributed multi-user system combining 
various display technologies in an augmented reality 
environment: projectors, HMDs and desktop monitors. 
Nowadays typical multi-display setups serving large groups of 
users are based on passive stereo technology. For instance, in 
VR theaters and similar display environments multiple high 
resolution projectors are driven by workstations or high end PC 
hardware (e.g. NVIDIA Quadro Plex). These setups do not 
allow delivering specific content to a specific viewer in the 
audience. 

 

 
 

Fig. 1. Six users equipped with HMDs working on our lab setup on an education 
AR application. See Color Plate 13. 

 
We present a hardware setup that supports groups of users 

with personal head mounted displays (Fig. 1). Initially a single 

PC solution is proposed which is easy to maintain, though the 
setup can be extended to PC clusters. 

In the next section we describe the hardware setup that was 
used in our lab to attach six HMDs to a single graphics card. 
Tracking all users was another challenge that will be mentioned 
briefly. Section Ⅳ focuses on software specific aspects and 
describes relevant features of the Studierstube VR/AR 
framework that we used. In section Ⅴ extensions and other 
feasible hardware scenarios which become possible with the 
proposed hardware are outlined. Finally results are presented in 
section Ⅵ . An educational AR application for geometry 
education, Construct3D, is used to demonstrate practicability 
of the proposed setup. 

 

III. HARDWARE SETUP 

High-end graphics cards such as those in the NVIDIA 
Quadro series are equipped with two 400Mhz digital-analog 
signal converters (RAMDAC chips) which allows them to 
output very high resolutions (such as 3840x2400) on both 
DVI/VGA outputs. For example, choosing horizontal span 
mode on an NVIDIA Quadro card permits selecting a 
resolution of 4800x600 (2400x600 on each output).  

3.1 Matrox TripleHead2Go 

A recently introduced hardware device, the Matrox 
TripleHead2Go plays a key role in our setup. It is somehow the 
successor of the Matrox DualHead2Go device, which is able to 
drive a pair of displays, arranged next to each other (in screen 
space) without the need for a second graphics card or VGA 
output. Consequently, the TripleHead2Go allows splitting one 
VGA input signal of large resolution (up to 3840x1024) into 
three individual VGA signals representing three screens, each 
with one third of the (horizontal) resolution of the original 
image. The technical functionality of the device is described in 
the specifications by Matrox [13] “Inside the TripleHead2Go, 
the monitor signal from the computer is first converted to 
digital data using various techniques to ensure the best possible 
conversion. These techniques include gain compensation to 
normalize the signal and phase adjustment to properly interpret 
the analog input signal. After the input is converted to digital 
data, TripleHead2Go divides the display information into 3 
display outputs. The first third of the image is prepared to be 
sent to a left monitor, the middle third of the image is prepared 
to be sent to a middle monitor and the rightmost third of the 
image is prepared to be sent to a right monitor. Three separate 
CRTCs inside the TripleHead2Go are used to generate the three 
timings and then each one of these three separate images is 
converted into a separate analog output using Matrox's 
signature high quality analog output technology”.  

Therefore it is possible to split a resolution of 2400x600 into 
three 800x600 signals. For example three monitors or three 
HMDs with a resolution of up to 1280x1024 (at 60Hz) can be 
attached to a TripleHead2Go box. By using two Matrox 
TripleHead2Go boxes, it is possible to attach 6 HMDs to a 
single graphics card with two VGA/DVI output ports. Fig. 2 
shows a TripleHead2Go with three HMDs attached to it. By 
doubling the number of PCIe graphics cards in a PC (using two) 
we can drive up to 12 HMDs on a single workstation. For 
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enthusiasts there is still the possibility to go even further by 
getting a mainboard with more fast PCIe slots (e.g. from 
Gainward featuring 4 PCIe slots) or to plug in additional PCI 
graphics cards in order to support more HMDs. For instance, 
for parallel computation on the GPU a PC has been equipped 
with 6 PCI graphic cards and 1 AGP card recently [5].  
 

 
 
Fig. 2. One input and 3 output connectors. Three HMDs (two Emagin Z800 and 
one Sony Glasstron) are attached to the Matrox TripleHead2Go. In our 6-user 
setup three more Sony Glasstron HMDs were attached to another 
TripleHead2Go box. 
 

In our setup we use two Emagin Z800 HMDs and four 
optical-see-through Sony Glasstron HMDs, all supporting a 
resolution of 800x600 at 60Hz (32bpp) and stereoscopic 
viewing (quad-buffered stereo). Two Matrox TripleHead2Go 
devices receive the input signal (2400x600 each) from an 
NVIDIA Quadro 4400. This graphic card supports 
quad-buffered stereo even at a high resolution of 2400x600 on 
both DVI outputs. In order to enhance immersion in the virtual 
world, stereoscopic viewing is of major importance. It was our 
goal from the beginning to enable stereo viewing for all HMDs 
in our setup. The Sony Glasstron HMD natively displays stereo 
when receiving the 800x600 input signal after the larger 
2400x600 signal has been processed/split by the Matrox 
TripleHead2Go.  

The stereo mode of the Emagin HMDs was originally 
tailored towards NVIDIA graphic cards featuring automatic 
and correct assignment of stereoscopic images to the left and 
right eye. Unfortunately, after the signal has been processed by 
the TripleHead2Go device, some information about this 
image-eye assignment is lost and the Emagin HMDs do not 
automatically switch to stereo mode anymore. Although we 
could not get clear insight into this issue, it seems that an 
undocumented signal property is responsible for this behaviour. 
Obviously, the TripleHead2Go is not able to deal with this 
VGA signal extension, which is probably of rather proprietary 
kind. 

Help was provided by Emagin a short time ago, when they 
offered the possibility to circumvent the constraints regarding 
switching to stereoscopic mode. After releasing an updated 
version of the Z800 firmware and extending the programming 

interface by a method to manually switch into stereo mode it is 
easily possible to force the Emagin Z800 HMDs into 
stereoscopic mode. After carrying out the proper command, the 
Z800 displays perfect stereo too. We developed a simple, tiny 
software tool to enable and disable stereo mode manually. It 
utilizes the Emagin SDK and communicates with the Z800 
control box via USB.  

The large number of HMDs - given the fact that HMDs have 
to be connected by cables - requires proper mounting of the 
wiring. For example one possibility is to mount control boxes 
plus cables on the ceiling to omit users stumbling over cables 
lying on the floor and to minimize cable crossing occurrences. 
Considering typical group applications, where users usually do 
not move around to such an extent, the problem of cables is not 
crucial. In our applications no observable issues occurred.  

3.2 Tracking  

In order to provide groups of users with an immersive 
experience exactly tailored to their point of view, all users 
(respectively their HMDs) must be tracked in space. Tracking a 
large number of users in such an environment is a problem on 
its own. It is obvious that any wireless form of tracking is 
preferred over a wired alternative because of the number of 
cables, limited freedom of movement leading to a rather 
tethered experience and other practical problems that would 
arise due to cables. Because of occlusions optical tracking is 
usually not ideal in environments with many users. The big 
advantage in our setup is that we are mainly interested in 
tracking the displays of all users which are attached to their 
heads. Markers/targets that are used for optical tracking are 
easily visible by cameras mounted to the ceiling and hardly 
occluded by any other objects. We used our own low-cost 
optical tracking system [14] which is very similar to 
commercial system such as the ones from ART or VICON but 
available for 1/10th of the costs. In terms of tracking our system 
is cable-free and therefore the total amount of cables in the 
setup is equal to the number of HMDs. 

In addition to tracking displays, it is possible to track 
supplementary interaction devices of 1 or 2 users in a centered 
interaction area by adding extra cameras directly above that 
hotspot. We provide user interfaces (a pen and tablet) for 1-2 
users, who can collaborate simultaneously while others watch. 
In order to break a strict role assignment, actively collaborating 
users and passive watchers can exchange user interfaces on the 
fly. That way passive observers become active participants and 
vice-versa.  For educational purposes (teacher-students), 
training or demonstrations, where it is not feasible to equip 
each user with the same full set of interface devices, this is an 
ideal collaboration scenario.  

A side effect of AR/VR environments, which is usually seen 
as deficiency, turns out to be advantageous in multi-user 
environments, especially if the number of co-located users 
increases: Without further processing virtual scenes are always 
displayed in (see-through) HMDs “on top” of the real 
environment. As long as users are not rendered or represented 
by avatars in the virtual world there will be no occlusions of the 
virtual content. In other words: Users can never occlude a 
virtual scene. No matter how many users are located in a room, 
the whole VR scene, all virtual objects, can be seen by each 
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user regardless where the colleagues are located. The focus of 
the user assembly can not get lost by line-of-sight issues. This 
also proves to be important in educational scenarios, during 
marketing presentations or demonstrations where people often 
suffer from not being able to fully see at each instant what is 
being shown. 

 

IV. SOFTWARE IMPLEMENTATION 

From a software perspective the problem remains of how to 
generate graphical output fast enough for such a large number 
of displays on a single PC. Thanks to the advances of 
multi-core processors, server mainboards with 2-4 CPUs, 
supporting quad-core processors are available these days. Even 
in simple VR environments, using the latest high-end graphics 
cards available, there is the absolute need to split the 
computational load. The classical approaches are either to do 
multi-threaded rendering or to run multiple instances of a 
distributed VR environment.  

Our Studierstube [19] framework supports both modes. 
Studierstube is a collaborative multi-user VR/AR software 
development toolkit. It uses the scene graph library Open 
Inventor [24] with additional distribution capabilities 
(Distributed Open Inventor (DIV) [6]) and supports rendering 
on various VR/AR display devices as well as acquiring data 
input from 3D tracking devices. For computer graphics 
generation we utilize Coin, which is based on SGI’s original 
Open Inventor implementation. The render traversal of the 
scene graph is single-threaded as in the original implementation; 
therefore it can not benefit from multi-core processor 
architectures directly. In section Ⅴ we will illustrate how load 
balancing can be achieved by running several instances 
simultaneously with enabled distribution features though. 

With DIV features enabled, the whole or some parts of the 
scene graph can be shared among multiple instances running on 
different machines connected to a network. Network 
communication on standard Internet protocols (TCP/IP and 
multicast UDP) keeps the distributed scene graph on each 
participating host up-to-date. Studierstube applications are 
encapsulated in the scene graph (represented as nodes) and are 
therefore synchronized as well. 

We are running multiple instances of the Studierstube 
application on the same PC and distribute data between single 
instances. Although it is possible to share the scene graph as a 
whole, it is often more efficient to distribute a more compact 
representation of high level data especially in long distance 
distribution as it was shown in [9]. Network transparency 
features also allow distribution on a single host. As a 
convenient side effect of this distribution strategy, a system 
composed of multiple rendering instances balances work load 
on modern multi-core processor architectures. 

 

V. DISTRIBUTED MULTI-USER SCENARIOS 

As already mentioned in section Ⅰ, there are several options 
of how to implement multi-user scenarios with multiple HMDs: 
• Single i nstance: A single instance application used in 

conjunction with Matrox TripleHead2Go devices opens 
several windows, each of them being the render target of a 

HMD. With this configuration each graphics card output 
can drive up to 3 HMDs. Balancing work load between 
multiple processors has to be done manually in the single 
application instance.  

• Single host with multiple instances: Multiple instances of 
an application allow implicit load balancing on multi-core 
CPUs. Each instance is able to render output for one or 
more HMDs, but distribution and synchronization with 
other instances has to take place. Again, using Matrox 
TripleHead2Go devices triples the number of possible 
HMDs. 

• Multiple hosts: In true distributed systems multiple hosts 
are involved, but synchronization between these hosts has 
to be physically communicated over network lines. The 
distribution of our Studierstube application was 
demonstrated in [9]. In order to reduce the number of hosts, 
making use of TripleHead2Go devices typically allows 
running 6 HMDs per machine instead of just 2. Using 
TripleHead2Go splitting devices on multiple hosts, this 
configuration is able to run a huge number of HMDs, while 
keeping the number of machines low. Groups of HMDs 
(typically consisting of 6 display devices) share system 
resources on a particular host. 

 

VI. EDUCATIONAL APPLICATION 

In order to use VR/AR applications in realistic, educational 
settings, a large group of students must be able to participate 
either actively or passively in the activities taught in VR/AR. 

6.1 Construct3D 
Our work is based on the educational AR application 

Construct3D [8, 10, 11]. This system deploys AR to provide a 
natural setting for face-to-face collaboration of teachers and 
students. The main advantage of using AR is that students 
actually see three dimensional objects. With traditional 
methods students have to rely on 2D sketching or calculating 
and constructing objects using pen and paper or CAD software. 
By working directly in 3D space, complex spatial problems and 
spatial relationships may be comprehended better and faster 
than with traditional methods.  

 

 
 

Fig. 3. Students working with Construct3D. See Color Plate 14. 
 

According to pedagogical theories [23], collaboration is a 
fundamental social process that supports learners' development 
of capabilities. In a collaborative AR environment multiple 
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users may access a shared space populated by virtual objects, 
while remaining grounded in the real world. This approach is 
particularly powerful for educational purposes when users are 
co-located and can use natural means of communication 
(speech, gestures etc.), but can also be mixed successfully with 
immersive VR [1] or remote collaboration [7]. Supporting 
natural collaboration in the mathematics domain opens new 
possibilities to the educational process. 

Direct manipulation and dynamic interaction with virtual 3D 
objects using tangible interaction devices are key features of 
Construct3D. In our standard lab setup users are wearing an 
optical-see-through head mounted display; a pen and a panel 
are used for direct interaction in 3D space (Fig. 3). Head, pen 
and panel are fully tracked in 3D which allows users to walk 
around objects and to view them from different perspectives.  

For students, teachers and spectators it must be possible to 
distinguish between the work done by each single user. This is 
especially important in distributed, remote teaching scenarios, 
but also in co-located setups. Therefore user information is 
encoded in object colors. Each user is working within a distinct 
color scheme: blue, orange, green and red.  This color coding is 
consistently visible on the panel (representing the menu system) 
and on all geometric objects, indicating the user being 
responsible for object creation. 

Complex constructions involving many objects and work 
steps can quickly lead to a loss of overview. Therefore, we 
enable additional structuring by introducing layers. A layer is a 
simple user-controlled grouping mechanism for geometric 
objects. Using layers, visual complexity can be managed when 
teaching with Construct3D. A teacher can switch off irrelevant 
parts of a construction, or prepare future steps and alternatives 
as invisible hidden layers to guide students through 
complicated steps. In conjunction with multi-user operation 
this feature is particularly powerful. Each user has a personal 
display for which visibility of layers can be controlled 
independently [10]. Context sensitive scene graph traversal [16] 
is used to generate private views of public shared data. 

Construct3D has been evaluated in more than 500 teaching 
lessons with more than 100 high school students and is under 
development since 2000. 

6.2 Teaching Scenarios 
A typical application scenario may include several groups of 

students consisting of six persons. If the total number of 
students is low, all students can be co-located in a room - 
preferably in a special lab, permanently equipped with the 
required hardware and with professional wiring solutions. They 
collaborate and communicate directly and share a set of 
interaction devices. 

In order to serve a larger number of students there is the 
possibility to locate smaller groups of users in different labs. 
Collaboration between these groups has to take place by 
making use of distribution features to share a common 
workspace. Within each group members are aware of each 
other, as the other’s physical presence is guaranteed. 
Supplementary communication and coordination are possible 
in a very natural way. For communication between the 
distributed groups, voice chat is suggested. All interaction 
devices (e.g. pen and panel) have 3D representations in the 

virtual world and can therefore be shared as part of the 
distributed VR/AR environment. Their movements can be 
observed by all participants if desired to see and better 
understand what other groups are currently working on. 

The latter grouping scenario prevents a room from getting 
too crowded by participants. 

6.3 Teaching Content 
In our lab setup with six users we used two different teaching 

examples to study the hardware and software issues that might 
arise in such a multi-user environment. In both cases a tutor 
presented the examples and asked the other users to participate, 
requesting feedback and interaction like in a teacher-student 
scenario. We will briefly describe the teaching content in the 
following.  

 

 
 

Fig. 4. Finding the shortest flight connection between two points on earth. 
 

  
 

Fig. 5. Surfaces of Revolution. Left: Spherical cutter intersects the given 
surface and is inappropriate for milling. See Color Plate 15. 

 
Flight Route: The task is to construct the shortest flight route 

from Vienna to Sydney, which in ideal case is an orthodrome. 
The given virtual scene in Construct3D (Fig. 4) shows a model 
of earth (with texture) to help pupils find the correct places on 
earth and to immerse them further into the problem. Fig. 6 
shows this content being used in the six-user setup (image 
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composition). 
Milling Cu tter: Surfaces of revolution are omnipresent in 

everyday life. This task should be an incitement to learn more 
about their geometric properties. The perpendicular axis of a 
surface of revolution is given. Students have to rotate an 
arbitrary B-Spline curve around this axis. The result is a surface 
of revolution Φ (Fig.5). Construct3D allows to modify the 
original B-Spline curve dynamically, which results in the 
modification of the surface of revolution in real time, too. This 
is a unique feature of Construct3D. 

In addition a spherical milling cutter is given (transparent 
sphere in Fig.5 left) whose radius can be modified. The task is 
to find a spherical cutter which is suitable to mill the given 
surface. Students soon notice that if the radius of the spherical 
cutter is too big, it will intersect with the surface and therefore 
cut off too much. The example provides an excellent 
opportunity to discuss curvature of surfaces. 
 

VII. RESULTS 

Our results were generated on PCs running Microsoft 
Windows and various NVIDIA graphics cards were used with 
the latest drivers.  

7.1 Low cost setup 
A single-core AMD Athlon 64 FX-57 processor provided 

sufficient computing power in our setup. Using a publicly 
available free software tool (RivaTuner), we reset the PCI 
Device-ID of an ordinary Geforce 6800 GT graphics card in 
order to enable high end features of the card, a process which is 
publicly known and frequently used. Due to this change, the 
low cost consumer card becomes equivalent to an NVIDIA 
Quadro FX 4000 card, which allows stereoscopic rendering on 
both DVI outputs. 

We used low cost HMDs - Emagin Z800 3DVisors - in our 
setup in addition to optical see-through Sony Glasstron HMDs 
that were already available in our lab. Stereoscopic rendering 
on both outputs was verified with this configuration and 
initially a dual user setup was built. Since the card is equipped 
with two RAMDACs, we set up a horizontal span resolution of 
4800x600. A Matrox TripleHead2Go device was attached to 
each output, supporting six users with HMDs on a Geforce 
6800 graphics card (Fig. 6). In dual view display mode two 
outputs with a resolution of 2400x600 each are also possible. 
This mode offers more flexibility in running different 
resolutions on each VGA/DVI port. 

Our approach is not limited to a specific graphics card model 
or brand. Recent models, such as the Geforce 8800 support 
high resolutions too and are also equipped with two 
RAMDACs (two dual-link DVI outputs supporting two 
2560x1600 resolution displays).  

In case a newer Geforce model cannot be modified to 
support quad-buffered stereo, the NVIDIA stereo driver can be 
used to achieve stereo rendering on one output on low-cost 
consumer cards. Since the NVIDIA stereo driver was designed 
to offer stereo rendering in games, only applications running in 
full screen mode are supported yet. There is no windowed 
stereo support with the NVIDIA stereo driver. In case a higher 
screen resolution is split in various smaller parts (as done by the 

TripleHead2Go) to provide multiple users with stereo graphics, 
the software which renders the scene must be adapted to 
generate a full screen stereo window. With the driver constraint 
regarding stereoscopic mode it is not possible to render stereo 
images in smaller windows (e.g. three windows with 800x600 
as we do in case of the TripleHead2Go) for each partition of the 
screen. Instead only one full screen window (e.g. 2400x600) 
can be used as stereo render target and all application output 
must be drawn accordingly for each user in his visible section 
of this large window. This can only be done if all sections of the 
output image are rendered by the same instance of the 
application; therefore no stereo setup “single host with multiple 
instances” (as described in section Ⅴ) is possible in such a low 
cost scenario with consumer graphics cards. 

 

 
 

Fig. 6. Six students working on the flight route task in Construct3D. See Color 
Plate 16. 

 
In our test we used a single instance setup with six users on a 

single-core Athlon 64 FX-57 PC. Even in this configuration it 
is possible to achieve interactive frame rates. During the flight 
route task (Fig. 6) the frame rate was about 15 fps which allows 
real time interaction. All HMDs were connected to one 
graphics card (exactly as described above) and stereo 3D 
graphics were generated for all six users. 

 

VIII. CONCLUSION 

Finally we got one step closer to our aim to provide a low 
cost setup for immersive VR/AR systems. Our recent work was 
focused on single or dual user educational settings, but in real 
classroom use groups of students must be able to follow the 
teacher. We demonstrated how to use low cost components 
such as the Emagin Z800 3DVisors, which is affordable for the 
masses. In addition an affordable optical tracking system was 
chosen. We used the Matrox TripleHead2Go devices in an 
uncommon, yet undocumented, but still creative and efficient 
manner: The ability to drive up to 6 HMDs with a single 
graphics card plugged into one computer helps saving money 
and reduces maintenance effort.  Thinking of quad-core and 
8-core PCs, such a configuration is most suitable for efficiently 
utilizing current high performance graphics and processing 
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hardware without wasting too many resources, which might 
remain unused otherwise.  

Apart from keeping the expenses low, this system 
configuration has other implications. As the limit is raised, 
where a distributed system with multiple hosts becomes 
practically indispensable, unnecessary system complexity can 
be effectively prevented.  

 

IX. FUTURE WORK 

Improvements are obviously possible by adapting 
scene-graph toolkits such as Open Inventor to multi-threaded 
rendering (this is already included in the commercial version of 
Mercury Open Inventor). Single instance applications without 
the need for inter-host synchronization should be optimized to 
take advantage over modern multi-core CPUs by running 
several processes or threads. Synchronization features of these 
single instance processes can be implemented without the need 
for networking overhead. 

For future extensions, the TripleHead2Go device might be 
potentially interesting in a number of VR/AR applications. For 
example a low cost CAVE such as the DAVE [4] (Definitely 
Affordable Virtual Environment) could be built using a single 
PC. Three walls with passive stereo projection (2 projectors per 
wall) and a resolution of up to 1280x1024 could be served by 
the six outputs that can be generated with the help of the 
TripleHead2Go. Synchronization issues would be easier to 
handle, maintenance and hardware costs were lower. Even 
high-end notebooks with two VGA/DVI outputs (which are 
available too), could be used to drive such a projection 
environment.  
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Figure 1: Left: An experiment simulating the motion of a car crankshaft. Right: A centrifugal regulator in PhysicsPlayground.

Abstract

We present an augmented reality application for mechanics edu-
cation. It utilizes a recent physics engine developed for the PC
gaming market to simulate physical experiments in the domain of
mechanics in real time. Students are enabled to actively build own
experiments and study them in a three-dimensional virtual world.
A variety of tools are provided to analyze forces, mass, paths and
other properties of objects before, during and after experiments. In-
novative teaching content is presented that exploits the strengths of
our immersive virtual environment. PhysicsPlayground serves as
an example of how current technologies can be combined to deliver
a new quality in physics education.

CR Categories: K.3.1 [Computers and Education]: Computer
Uses in Education—Collaborative learning; H.5.1 [Information
Interfaces and Presentation]: Multimedia Information Systems—
Artificial, augmented, and virtual realities

Keywords: physics education, mechanics, augmented reality, vir-
tual reality

1 Motivation

Classical mechanics [Goldstein et al. 2001; Lifshitz and Landau
1982] is the oldest discipline in the field of physics. It describes
the common motion of objects that humans perceive in everyday
life. The three fundamental laws of motion which were formulated
by Isaac Newton (1642 - 1727) are still of high importance and
concepts such as force, velocity and acceleration are traditionally

∗e-mail: kaufmann@ims.tuwien.ac.at
†e-mail: meyer@ims.tuwien.ac.at

taught in schools. Our knowledge about physics changed through-
out centuries but most books on classical physics begin with a chap-
ter on mechanics [Gerthsen and Vogel 1993; Körner et al. 1988;
Pohl 1931].

Sometimes students have problems understanding the physical con-
cepts of mechanics. It might be that physics in the traditional sense
is sometimes taught in an abstract, jejune way and is therefore not
very motivating for students. The result is that theoretical models
behind physical phenomena are often misunderstood. It is not nec-
essary to stress that conveying these concepts correctly is of utmost
importance since they are fundamental to physics. Many theoretical
models are based on Newton’s laws of motion.

Therefore the authors developed an educational augmented reality
(AR) application called PhysicsPlayground [Meyer 2007] that is
supposed to support students in studying and finally understand-
ing the concepts of mechanics (Figure 2). In this three-dimensional
virtual environment learners and educators are able to freely create
physical experiments that can be simulated in real time. The hard-
ware setup is described in section 3. Features of the application
are explained in section 4. We consider the analyzing functional-
ity (section 4.3) an important strength of a virtual laboratory like
PhysicsPlayground. It offers possibilities that are far superior to
what can be done in a real physics lab. A direct connection be-
tween simulated reality and physical data is supposed to help stu-
dents grasp the theoretical basics of mechanics. To establish a direct
link to students pre-knowledge, physical data - that can be acquired
through the application - is presented in a way so that it closely re-
lates to formulas and equations of school mechanics. In section 5
we present teaching content that demonstrates the power and added
benefit of our educational AR/VR software. We will also elaborate
on correctness and robustness of physical simulations for educa-
tional purposes.



69

Figure 2: Left: A student working with PhysicsPlayground. In the
right hand he holds a wireless pen (used as input device), in the left
hand the PIP. Right: Collaborative work in PhysicsPlayground.

2 Related Work

In the following a few immersive virtual environments for math-
ematics and science education will be presented briefly. They all
demonstrate unique advantages of using AR/VR for education and
give insights to what the technology can offer.

2.1 Mathematics and Science Education in AR/VR

Water on Tap [Byrne 1996] is one of the earliest immersive vir-
tual environments for chemistry education. It is a chemistry world
which allows to build molecules. Therefore electrons have to be
placed in orbits around the kernel of an atom. The spin of the elec-
trons and other properties can be selected. ScienceSpace [Dede
et al. 1996] is a collection of immersive virtual worlds consisting
of Newtonworld, MaxwellWorld and PaulingWorld. They have
been developed to study the strengths and limits of virtual real-
ity for science education. NewtonWorld provides an environment
for investigating kinematics and dynamics of one-dimensional mo-
tion. MaxwellWorld supports the exploration of electrostatics, up
to the concept of Gauss’ Law, and PaulingWorld enables the study
of molecular structures via a variety of representations. Formative
evaluation studies of these virtual worlds have been conducted with
respect to usability and learn-ability. These studies report on learn-
ers’ engagement, surprise and understanding. Limitations and dis-
comfort caused by the head-mounted displays hindered usability
and learning.

A technically advanced project for mathematics education is Cy-
berMath [Taxen and Naeve 2001]. CyberMath is an avatar-based
shared virtual environment aimed at improving mathematics ed-
ucation. It is suitable for exploring and teaching mathematics in
situations where both teacher and students are co-present or phys-
ically separated. CyberMath is built like a museum with a virtual
lecture hall in its center. Special care has been taken to design the
environment as inviting as possible. Virtual mathematical objects
can be manipulated and discussed in a realistic way. CyberMath
has been tested for distributed learning in CAVEs but is also run-
ning as a desktop VR application with no support of immersive
displays. Two usability studies of the DIVE version of CyberMath
have been performed with 15 participants in total. Teacher and stu-
dents worked in two separate locations. The studies provided use-
ful feedback for further improvement of the application and for in-
creasing robustness of the distributed environment. The developers

believe that CyberMath in a networked CAVE environment holds
the potential to provide a high-tech front end which is interesting
enough to create public interest and contribute to a more positive
attitude towards mathematics - especially among young people. It
could also provide a useful platform for developing various forms
of interactive problem solving games with an emphasis on cooper-
ative problem solving skills.

Construct3D [Kaufmann and Schmalstieg 2003] is a three-
dimensional dynamic geometry construction tool that can be used
in high school and university education. It uses augmented reality
to provide a natural setting for face-to-face collaboration of teachers
and students. The main advantage of using VR and AR is that stu-
dents actually see three dimensional objects which they until now
had to calculate and construct with traditional (mostly pen and pa-
per) methods. By working directly in 3D space, complex spatial
problems and spatial relationships may be comprehended better and
faster than with traditional methods. Three usability studies with
more than 100 students have been conducted since 2000 [Kaufmann
and Dünser 2007] and guidelines have been formulated regarding
how to design AR applications for (geometry) education [Kauf-
mann and Schmalstieg 2006]. Although usability of Construct3D
is high and teachers as well as students are highly motivated to use
the application, practical usage in schools is hindered by hardware
costs, support of a low number of users and technical complexity of
the whole setup (requiring dedicated personnel for maintenance).

The SMILE project [Adamo-Villani et al. 2006; Adamo-Villani and
Wright 2007] is an immersive learning game that employs a fan-
tasy 3D virtual environment to engage deaf and hearing children
in math and science-based educational tasks. SMILE is one of the
first bilingual immersive virtual learning environments for deaf and
hearing students combining key elements of successful computer
games, emotionally appealing graphics, and realistic real-time 3D
signing, with goal-oriented, standards-based learning activities that
are grounded in research on effective pedagogy.

2.2 Pedagogic Background

Constructivist theory provides a valid and reliable basis for a the-
ory of learning in virtual environments [Winn 1993]. Construction-
ism is based on constructivism and promotes that learning takes
place when students can construct things. As Mantovani [2003]
points out, the basic assumption that the learning process will take
place naturally through the simple exploration and discovery of the
virtual environment should be reviewed. Despite the value of ex-
ploratory learning, when the knowledge context is too unstructured,
the learning process can become difficult. The learning process
should support building of conceptual models that are both consis-
tent with what students already understand and with new content. In
order to ensure successful adaptation of old knowledge to new ex-
perience, flexible learning environments should be provided. One
possibility is to integrate known types of information other than a
3D representation (such as audio and text annotations, images etc.).
In our case we included the analyzer (section 4.3) as a tool similar
to an oscilloscope. In addition our environment supports collabo-
ration and therefore learning as an active, social process. Finally,
VR environments can be tailored to individual learning and perfor-
mance styles. Our examples in section 5 allow experimentation and
support constructionism.

3 Working Environment

The implementation of PhysicsPlayground is based on the Studier-
stube AR framework [Schmalstieg et al. 2002]. The standard hard-
ware setup consist of an head-mounted display (HMD), a wireless
pen and the so called personal interaction panel (PIP) [Szalavari
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and Gervautz 1997]. Pen and PIP are used to fully control the ap-
plication in 3D space (Figure 3). The overall hardware setup is
equivalent to the one used in Construct3D [Kaufmann and Schmal-
stieg 2003], an augmented reality application for geometry educa-
tion, since both applications were developed in the same lab. The
setup supports two users, allows direct manipulation, free roaming
around virtual objects and is favored by students. Since we’re using
Sony Glasstron see-through head mounted displays students can see
each other and their interaction devices. Each of the hardware com-
ponents is tracked by an iotracker [Pintaric and Kaufmann 2007]
infrared-optical tracking system in six degrees of freedom. This
gives the user freedom in motion some students lie down on the
floor to look at objects from below or step on a chair - and simul-
taneously enhances the feeling of immersion and fun. PhysicsPlay-
ground runs on a standard desktop setup as well but is more intuitive
and more impressive to use in an immersive environment.

Figure 3: Each user is equipped with input devices pen and PIP
and a head mounted display when interacting with PhysicsPlay-
ground.

A wireless pen with one clickable button is used to select and drag
objects and to control the application. Most of the application func-
tionality can be invoked through the PIP, a touchable plexiglass
sheet providing haptic feedback. When looking through the head
mounted display control elements are displayed on the PIP which
the user can click in order to trigger different actions (Figure 4). We
intentionally designed it to be similar to a 2D GUI in order to pro-
vide students with a familiar type of interface. Studying usability
of educational AR applications using Construct3D, the main author
showed [Kaufmann and Dünser 2007] that a 2D type of menu inter-
face on the PIP is perceived as highly usable by students, provided
that some basic guidelines are followed [Kaufmann and Schmal-
stieg 2006].

In Figure 4 several menu widgets are shown. Many of them have
3D icons placed on top which are animated when moving the pen
over them. This is self-explanatory and clarifies their specific func-
tionality. The GUI is a standalone component which can flexibly
be used by other VR applications. An additional layout manager
system like it is standard for 2D GUIs is not available at present.

4 Features and Design

In [Seugling and Rölin 2006] a number of widely used physics
engines have been evaluated in detail. Amongst them was the

commercial engine PhysX formerly known as NovodeX/AGEIA,
now NVIDIA [AGEIA 2008] and the open source engines New-
ton Game Dynamics and Open Dynamics Engine. In summary
the evaluation showed that PhysX is the most stable, feature rich,
precise and fastest engine available at the moment. Therefore the
PhysX API was chosen as the base of PhysicsPlayground. PhysX
(now owned by NVIDIA) is available for free for commercial and
non-commercial purposes, supports Windows and Linux and the
PS3 platform and is written in C++. Objects which can be used
by PhysX in simulations are rigid bodies, soft bodies, deformable
objects, fluids and cloth. Related to PhysicsPlayground robust sim-
ulation of rigid bodies is of highest importance. A rigid body in its
original definition is an object with fixed geometrical characteristics
[Hecker 1996]. At each point in time points within the rigid body
stay fixed to each other. Additional dynamics provide the rigid body
with the ability of translational and rotational motion. In PhysX
rigid bodies and rigid body dynamics are referred to as shapes and
actors. In the following the features of PhysicsPlayground will be
described briefly.

4.1 3D Shapes

Because the application is intended to simulate physical school ex-
periments it must be possible to integrate virtual models of real
life objects. Therefore PhysicsPlayground allows users to create,
destroy, modify and interact with different kinds of shapes. Each
shape can be either static or dynamic and represents a solid object,
enabled for collision detection during simulation. Static shapes stay
in place while the physical simulation is running. They have an in-
finite mass. Dynamic shapes behave like real world objects. They
have an adjustable mass, a center of mass, a surface friction and are
affected by force during simulation.

The appearance of shapes can have various forms. Shapes can be
simple objects like boxes, spheres, cylinders or more complex ones
such as a looping (Figure 2 left) or a car. A number of primi-
tive shapes are integrated into PhysicsPlayground by default. More
complex objects can be defined by the user or loaded on demand.
Position, appearance and parameters of all shapes, for example the
width of a box, can be configured by the user after object creation.
Modification takes place through the PIP or by direct manipulation
of the shapes with the pen. Finally shapes can be grouped into
larger shapes making it possible to create advanced objects.

Figure 4: An example menu of PhysicsPlayground on the PIP. The
virtual representation of the pen is shown as well.
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4.2 Joints

Rather then simply grouping shapes our application allows the def-
inition of mechanical linkages between different shapes (Figure 4).
Currently implemented are a revolute joint, a prismatic joint and a
stiff joint connection. In case of a revolute joint a motor can be
added. It causes its attached shape to spin with constant radial ve-
locity. With such connections at hand it is possible to create more
complex physical scenes. A centrifugal regulator for example can
be built and simulated in PhysicsPlayground this way (e.g. Figure
1 right). Modification and positioning of each joint is either done
utilizing the PIP or directly by selecting a joint in 3D space.

4.3 The Analyzer

During every physical experiment certain magnitudes and proper-
ties of the simulated objects might be of interest. To be able to
compare a virtual simulation with a real one it is important to offer
possibilities to extract physical properties of objects before, during
and after run time of the simulation. For educational purposes these
data can be used to learn about the theoretical background or to con-
firm results in a traditional way for instance by using appropriate
formulas. Physical magnitudes with a high interest of analyzabil-
ity are speed, acceleration, force, friction, energy and path. Two
mechanisms are provided to output such data:

• A simple measurement tool to measure distances and

• A powerful analyzer which can extract and visualize all in-
teresting, relevant physical magnitudes from shapes (Figure 5
right).

As an archetype for the analyzer we used an oscilloscope. An os-
cilloscope has two axes, a time axis and a voltage axis. Both axes
are equivalently used in our application. On the value axis we can
visualize components of 3D vectors in addition to absolute values,
like voltage for example. This is needed because magnitudes like
velocity or path have three dimensions plus a value. Therefore our
analyzer has four input fields - x, y, z and an absolute value.

The input fields can be connected to different shape attributes, like
speed or kinetic energy. The attributes are represented through
so called adapters. Velocity, energy and a path adapter are sup-
ported. Adapters have to be added to each shape manually. An
added adapter interfaces a specific physical magnitude and via the
adapter data can be plugged into the analyzer. During simulation
the adapter will continually send its values to the analyzer and the
accordant time-value function is drawn in real time. This allows
students to study all data during the running experiment. Moreover
adapters do not only act as interfaces to the analyzer but can visu-
alize their values. For example a path-adapter (which is typically
attached to an object) records and subsequently draws its trajectory
whereas a velocity-adapter splits and visualizes the absolute veloc-
ity vector in its x, y and z direction.

4.4 Force Adapter

Besides all the adapters with analyzing capabilities we added a
force adapter. With the force adapter a directed and dynamically
changeable force can be put onto a shape to affect its motion. This
enables many new physical experiments: For example imagine a
simulation of precisely accelerating and slowing down a car. Con-
figuration of the force adapter is done through the PIP. When select-
ing the adapter a force-time function can be defined using a built-in
key frame editor. The function is finally processed during simula-
tion. This functionality is demonstrated in the next section in the
experiment Teaching Lesson: Speed and Velocity.

Figure 5: The PhysicsPlayground elements and their visualizations
in VR.

In Figure 5 the above mentioned building blocks of PhysicsPlay-
ground are shown. A and B represent mechanical linkages. Both
connect the same shapes, a box and a sphere. The revolute joint B
restricts the rotational motion between both bodies along the axis
in which the red arrow indicates. The prismatic joint A restricts
the translational motion between both bodies along the axis of the
blue arrow. C is a more complex shape, a loop-the-loop. D vi-
sualizes grouped shapes which act together during simulation. E
denotes the analyzer which is connected to the velocity adapter F
of a nearby sphere. During simulation the velocity value of F is
recorded. The orange curve on the analyzer results from an earlier
run of the experiment where the sphere bounced onto the underly-
ing plane and continued to roll down. The recorded time-velocity
values can be read exactly by just moving the pen over the orange
line. They are output in textual form next to the tip of the virtual
pen. G demonstrates the measurement tool. Currently the length of
a box is measured.

5 Educational Use Cases

In the following the applicability of PhysicsPlayground for school
experiments and school exercises will be demonstrated by two se-
lected examples that exploit the strengths of our immersive virtual
simulation tool. These examples are targeted to high school stu-
dents aged 12-18. Depending on the curriculum of the specific
physics course Newton’s laws are taught at different grade levels.
We think that PhysicsPlayground can also be utilized for students
at a younger age as well as for basic university/college courses.

5.1 Force and Counterforce

The effect of force and counterforce is described by the third law
of motion. It states that every force which is invoked by a body
A on a body B leads to a counterforce into the opposite direction
with the same absolute value. An experiment that we use to demon-
strate force and counterforce is described in [Pohl 1931]. Thereby
two persons stand face to face each on their own frictionless mov-
ing carriage (Figure 5). At the same time both persons hold a rope
which connects them. With this setup a series of tests can be con-
ducted:

1. Both participants pull the rope at the same time.

2. Only the left person pulls the rope whereas the right person
holds the rope.

3. The same as before but now only the right person pulls on the
rope.
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Figure 6: Demonstration of force and counterforce by using two frictionless slidable boxes.

Independent of which participant pulls the rope both wagons will
move the same distance from start to the point where both collide
in the middle. This is a result of force and counterforce.

In our simulation of the experiment the wagons (where the persons
stand on) are replaced by two identical, frictionless slidable box
frames A and B. Each of the boxes contains a rotatable sphere in
the middle which is mounted on the box frame via two revolute
joints. These spheres represent the two persons. The rope is then
realized through a bar which lies on top of both spheres. Addition-
ally bar and sphere must have a maximized friction coefficient of 1
so that everything works out right. Next we want the participants
to pull the rope during simulation. Therefore a motor has to be at-
tached to one revolute joint of each box frame. On body A this
motor has to spin counter-clockwise whereas on body B it has to
turn clockwise. When one of the motors is activated during sim-
ulation, it will put a predefined torque along the rotational axis of
its attached sphere. This will put the sphere into a rotational mo-
tion. The sphere again will try to transfer this motion to the bar at
the point where the bar touches the sphere. This leads to a force F1

which affects the sphere tangentially opposed to its rotational direc-
tion. In the other direction it invokes a counterforce −F1 on the bar
which has the same absolute value as force F1. No matter if one
or both motors are activated, the person who watches the simula-
tion will notice that both box frames will always meet in the middle
(the mid position in between their starting positions). Additionally
this can be proven in PhysicsPlayground by analyzing the path of
each box frame through a trajectory adapter. During simulation the
analyzer will record a similar curve like shown in Figure 6 right.
Students can read the distances s1 and s2 from the analyzer. Re-
gardless of which person pulls the rope both carriages always move
equivalently.

5.2 Teaching Lesson: Speed and Velocity

This example demonstrates how PhysicsPlayground can be inte-
grated into a traditional physics lesson. An appropriate physical
exercise from [Stark 2002] was chosen. It was part of an actual
high school final physics exam. In this exercise two bodies A and
B slide on top of a plane along the global x-axis with different
speeds. At some point in time both bodies collide. A number of
physical scenarios can be studied with this setup. We will recreate
the scenario which relates most to the school task [Stark 2002] and
extend it in the following. The starting setup in PhysicsPlayground
contains a plane and two bodies A and B as shown in step 1 of
Figure 7.

The task description for students is the following: A toy car which
is represented by body A is accelerated along the positive x-axis.
Starting at its standing position it is accelerated by a time dependent
force FA(t) which is given in Figure 8. The friction of all shapes is
zero. Use PhysicsPlayground to acquire the final speed vend of the
toy car A and check your result by calculating it manually.

Figure 8: The given time force-function (left) and force adapter
conversation (right).

In order to solve this task with the help of PhysicsPlayground, stu-
dents have to transfer the time-force function to PhysicsPlayground
first. Basically this is done by adding a force adapter which points
towards the positive x-axis to the toy car. The adapter is displayed
in Figure 7, attached to object A (orange dot denoted <F>). In the
next step the key-frames of the adapter have to be adjusted so that
they represent the time-force function as can be seen in Figure 8. If
done correctly the body should start to move along the x-axis after
starting the simulation. In order to check the movement students
may create an analyzer and connect the force adapter to the sum-
input of the analyzer. If the recording of the analyzer is equal to the
time-force function in Figure 8 the previous steps were performed
correctly. The next step is to investigate the velocity of the toy car.
This is straight forward as we only have to attach a velocity adapter
to body A. Afterwards the velocity adapter has to be connected
with the x-input of the analyzer to get a recording of the final speed
of the toy car on the analyzer. The print out of the analyzer is finally
shown in Figure 9.

The only relevant graphs are FA(t) and vA(t). In figure 9 there
are additional printouts of body A and B just to demonstrate what
can be done with the analyzer (they are not relevant for this task).
The graphs labelled E stand for kinetic energy. The graph of FA(t)
represents the time force function which is applied to the toy car
during simulation. It is obvious that its analyzer graph is pretty
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Figure 7: Complete setup for a PhysicsPlayground based school exercise. Steps one to three visualize the simulation progress in Physic-
sPlayground.

Figure 9: Analyzer output for bodies A and B. The single curves
were labeled afterwards.

much the same as in Figure 8. This is exactly how it is supposed to
be. The velocity graph vA(t) of the velocity adapter derives from
FA(t). Final velocity is reached when the force FA stops to affect
body A. From this point on the black dotted line perpendicular to
the abscissa (where FA(t) stops affecting A) intersects vA(t) at a
point from which on vend is reached. According to the analyzer
vend = 5.04 m/s. Since the solution, namely vend has been found
using PhysicsPlayground students can try to calculate it next.

In the solution of Stark [2002] the area below the force function

Fa =
∑

F ∗ ∆t is calculated first. To calculate vend the area Fa is
used as a parameter in a formula for constant accelerated movement
vend = Fa/m whereby m is the mass of body A. After determin-
ing its mass within PhysicsPlayground we calculate the result vend

and get a final result of 5.00 m/s. This is very close to the result of
the simulation.

5.2.1 Accuracy and Robustness

At this point we also want to discuss the matter of accuracy, pre-
cision and robustness of the simulation and the physics engine that
is being used. In order to study physical experiments live in an in-
teractive environment all simulations in PhysicsPlayground have to
be performed in real time. Therefore a physics engine was chosen
that is optimized for the gaming market and is able to perform all
required calculations in real time. For optimization purposes this
means that some physical properties cannot be calculated exactly
but have to be approximated by the physics engine. In contrast to
that results of experiments do not only have to look believeable and
realistic but must also be correct in order to be usable in education.
A tool that teaches wrong contents cannot be used in classrooms
even if it only produces wrong results in a small percentage of cases.
In addition educational tools must be very robust. If crashes or
chaotic behavior of the simulation occur frequently students loose
motivation quickly.

In [Seugling and Rölin 2006] multiple physics engines have been
evaluated and the AGEIA/NVIDIA PhysX engine proved to be the
most accurate, most precise and most robust of all ’real-time’ en-
gines targeted to the gaming market. Accuracy was compared us-
ing physical formulas to calculate properties such as friction, gy-
roscopic forces, stability of constrains and others. The theoretical
values were then compared to the actual behavior of the physics
engine. In this comparison AGEIA performed best but for further
detail we refer to [Seugling and Rölin 2006]. In our example (in
5.2) the practical result of the experiment with vend = 5.04 m/s
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is very close to the theoretical value of 5.00 m/s and is considered
sufficiently accurate for educational purposes. PhysicsPlayground
has been designed with the assumption that experiments are ex-
plained and guided by a teacher in a classroom setting in any case.
In such a setting teachers are supposed to discuss numerical errors
of simulated experiments with students. Nowadays students are us-
ing a number of educational tools that produce numerical errors –
such as numerical calculators, dynamic geometry or CAD packages
– and therefore that topic is of general importance.

Apart from the above mentioned exercises and experiments Physic-
sPlayground can be used to demonstrate a wide variety of mechan-
ical devices as shown in Figure 1.

5.3 Motion Paths

Last but not least the application can also be used to visualize math-
ematical and geometrical contents such as kinematics (Figure 10).
Through an appropriate linkage and rotational forces between three
shapes A, B and C, we can cause shape B to rotate around the
static shape A, and C rotate around B. When the trajectory is visu-
alized through a path adapter on C, mathematical curves like epi-
and hypocycloids are generated.

Figure 10: An epicycloid in PhysicsPlayground.

6 Conclusion

With PhysicsPlayground an AR application was developed that aids
teaching and learning mechanics. The physics engine PhysX on
top of the Studierstube framework provides the technical basis and
manages all physical calculations. The accuracy of the simulations
is good and considered sufficient for educational purposes com-
pared to exact calculations which we used to verify our results.

The educational use cases demonstrate how versatile PhysicsPlay-
ground can be integrated into physics lessons. The potential appli-
cations are manifold. Students can build virtual mock-up models of
experiments to study physical properties, verify formulas, develop
theories and actively participate in physics education in general. It
fosters experimentation and understanding.

Up to now PhysicsPlayground was only evaluated by staff mem-
bers of the Interactive Media Systems Group at Vienna University
of Technology. No evaluation about its effectiveness for learning
has been conducted yet. It would also be interesting to gather feed-
back on usability of the application as it uses its own GUI and inter-
action scheme. Therefore an expert-based usability evaluation in-
cluding physics teachers and students from different grades would
be a meaningful next step.

At trials with PhysicsPlayground we realized that there are two ma-
jor strengths of the presented educational tool:

• Nearly haptic interaction when building and running physical
experiments. Students are able to walk around objects and can
view the experiments from different perspectives.

• The possibility to simulate experiments in real time enables
quick variation of parameters and reconfiguration of an ex-
periment. It encourages modifications.

In summary PhysicsPlayground is best suited for simulating and
solving inherent three-dimensional physical problems that are hard
to do in real life.
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DESIGN OF A VIRTUAL REALITY SUPPORTED TEST FOR 
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ABSTRACT: This paper focuses on the development of a new spatial ability test in virtual reality 
(VR). This test measures the ability to visualize and mentally manipulate three-dimensional objects 
directly in 3D space, and should thus have a higher ecological validity than previous spatial ability 
tests. Items are viewed through head mounted displays and manipulated by means of a wireless pen 
input device. As a dynamic tests consisting of a pretest, a training phase, and a posttest it does not 
only measure a person’s current status but also his or her learning potential. Monitoring user 
interactions in a VR environment allows to measure test performance in ways not possible with 
traditional means. We describe design and development of the test and will present results of a 
pre-study with 240 participants conducted in early 2008.  

Keywords: Spatial Abilities, Virtual Reality, Dynamic Testing. 
……………………………………………………………………………………………………….... 
 
1. INTRODUCTION 
In a previous research project the main 
authors evaluated the effects of an augmented 
reality (AR) based geometry training on 
spatial abilities [5, 8, 15]. Two results were 
surprising and intriguing: (1) Classical 
paper-pencil spatial ability tests seemed to be 
not sensitive to some aspects of spatial 
performance, possibly due to their 
two-dimensional nature and limited difficulty 
range, and (2) in the control group (without 
any training), there were marked individual 
differences in performance increases between 
pre- and posttest. This suggests that 
individuals differ in their “learning potential” 
with respect to spatial abilities. These 
findings led us to the idea of developing a 
new spatial ability test that (a) measures 
spatial abilities in three-dimensional space, 
and (b) includes a training phase, so that 
learning potential as well as performance 
status can be measured.  
 

The main goal of our current work whose 
initial findings are presented here is to 
develop a new means of measuring spatial 
abilities in an ecologically valid way. The 
most important innovation is that our 
measurement instrument is based on virtual 
reality, a technology that allows for the 
projection of virtual objects into real space. 
Wearing head mounted displays users can 
interact with three-dimensional objects in 
space. They can view them from different 
perspectives and construct or manipulate (e.g., 
intersect, transform or rotate) them. Thus, 
virtual reality offers possibilities far beyond 
those of classical spatial ability assessments. 
Spatial ability by definition mostly deals with 
objects and configurations in three- 
dimensional space. Previous spatial ability 
assessments, be they paper-pencil tests or 
computerized versions, are two- dimensional 
in nature and therefore require 
transformational processes that many real-life 
spatial tasks do not demand. The virtual 
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three-dimensional stimulus material that we 
are developing is one important step closer to 
reality. Testees see the test items three- 
dimensionally and can view them from 
different perspectives (Figure 1). 
 

   
Figure 1: Left: Participant walks around a test 
item which appears fixed in space. Right: An 
animation shows a yellow cup rotating around 
a horizontal axis. It indicates that the test item 

must mentally be rotated the same way. 

The construct validity of the test for 
measuring three-dimensional spatial ability is 
expected to be higher than that of existing 
tests. The new item material requires 
participants to visualize and reconstruct 
rotations of three-dimensional objects in 
space. Items can be designed to span a wide 
range of item difficulties (see 3.2). 

2. RELATED WORK 

2.1 Spatial Abilities and Spatial Ability 
Tests 
Broadly spoken, spatial ability refers to the 
ability to mentally represent and manipulate 
visual-spatial information. Spatial ability is 
not a unitary concept but includes several 
heterogeneous "sub-abilities", each referring 
to different aspects. Various attempts have 
been undertaken to structure spatial ability 
into sub domains [2, 17, 27]. Most of these 
proposed structures focused on relationships 
and similarities among spatial tests and were 
based on the results of correlational and 
factor-analytical studies. The most-cited and 
widely accepted model was proposed by 
Lohman [17], who distinguished three sub 

factors of spatial ability: Spatial Relations (or 
Speeded Rotation), Visualization, and Spatial 
Orientation. Spatial Relations refers to highly 
speeded tasks requiring the mental rotation of 
simple two-dimensional [28, 17] or 
three-dimensional [25] objects. Visualization 
includes a broad spectrum of complex, 
multi-step spatial tasks that are administered 
under relatively unspeeded conditions. The 
majority of spatial ability tests (e.g. paper 
folding, form board, or surface development 
tests) are assigned to this sub dimension. 
Spatial Orientation refers to tasks in which a 
given object or an array of objects has to be 
imagined from another perspective [11]. This 
dimension is related to orientation and 
navigation in real or virtual environments 
(“large-scale spatial abilities”), whereas the 
former two refer to manipulating 
three-dimensional objects, such as 
constructing or visualizing mechanical objects 
(“small-scale spatial abilities”). An overview 
and classification of spatial ability tests is 
given by Eliot [6]. Interestingly, most 
stimulus types used in current spatial ability 
tests are still very close to Thurstone’s 
original developments. 
There are several shortcomings of traditional 
paper-pencil formats that are especially 
relevant when spatial ability is concerned, and 
some authors have argued that these may be 
one reason for the relatively low predictive 
power of spatial ability tests when it comes to 
real-life spatial tasks [10, 20, 13]. First of all, 
although most existing spatial ability tests – 
especially the more complex ones – aim at 
assessing three-dimensional spatial abilities, 
virtually all of them use two-dimensional 
presentations of the stimulus material. Thus, 
solving these test items requires participants 
to mentally transform a two-dimensional 
picture into a three-dimensional figure, to 
perform some mental manipulations on the 
figure, and to re-transform the result into a 
two-dimensional picture. One could argue 
that this 2D-3D transformation adds a 
difficulty facet that is not directly related to 
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what is supposed to be measured.  
A second shortcoming is that the large 
majority of existing tests require participants 
to select the correct solution to each item 
from a (small) number of response 
alternatives. Thus participants can solve tests 
by excluding the alternatives one by one, 
often by concentrating on single features, as 
opposed to mentally constructing the correct 
solution [7]. There are several possibilities for 
avoiding this problem. One is to have 
participants actively construct their solutions 
[18], which is facilitated by the use of 
computerized systems. Another is to present 
the task in a stepwise fashion so that 
participants need to keep track of a sequence 
of manipulations. In such cases, participants 
need to mentally manipulate at least parts of 
the stimulus in order to be able to identify the 
correct solution.  
These two points of critique are true not only 
for paper-pencil, but also for the majority of 
computerized tests. Most computerized 
spatial ability tests that are currently available 
are simply computerized versions of existing 
paper-pencil tests [20] - see also overviews of 
available computerized tests e.g. [24].  
New technologies such as virtual and 
augmented reality allow for the development 
of a new generation of spatial tasks that are 
three-dimensional in presentation and 
response format, and support active 
construction of solutions in three-dimensional 
space. 

2.2 Applications of VR/AR for Testing 
Spatial Abilities  
As early as the 1980s, some authors used 
computers to develop non-static spatial tasks 
involving moving stimuli [1, 13, 20]; an 
approach which seems to be currently 
rediscovered e.g. [3].  
There are only few applications of virtual or 
augmented reality for testing spatial abilities 
so far. One is the Virtual Reality Spatial 
Rotation (VRSR) System [22]. Within this 
system a virtual version of the Mental 

Rotation Test (MRT) [29] was developed in 
which participants can physically rotate the 
stimulus material. Findings obtained with this 
test, which was intended for clinical use, 
show interesting differences to the standard 
MRT. The correlation between performance 
in the classical and the virtual MRT is only 
about 0.50. While gender differences 
favouring male participants are virtually 
always found with the standard version [30] 
no gender differences were found with the 
virtual version [19]. Recently a virtual version 
of the Mental Cutting Test was presented as 
well [12].  
A number of studies have investigated 
orientation and navigation in virtual 
environments through which participants 
navigate using joysticks or other devices [9, 4, 
31]. These applications have shown to be very 
fruitful for studying orientation processes; 
however they are still restricted to an 
essentially non-spatial format of presentation. 
Participants see the environment on a screen 
and many important cues that are 
automatically encoded during real-life 
locomotion in an environment are missing [26, 
16]. The type of virtual-reality application 
that we are developing overcomes this 
problem. Participants can move around the 
objects they are working on and can virtually 
“touch” and manipulate them. Compared to 
the use of real three-dimensional objects, VR 
systems allow for the free creation of an 
unlimited number of objects and 
manipulations can be easily undone and 
redone. 

3. DSTAR - SPATIAL ABILITY TEST 

3.1 Technical Setup 
The standard immersive setup used for our 
Dynamic Spatial Test in Augmented Reality 
(DSTAR) supports one user wearing a Sony 
Glastron stereoscopic see-through head 
mounted display (HMD) (Figure 2). It 
provides a stereoscopic view of the virtual 
environment. The user interacts with the 
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system using a wireless pen. Position and 
orientation of head and pen are tracked using 
iotracker [21], a 4-camera infrared-optical 
tracking system which provides sub- 
millimetre accuracy. In this setup users can 
walk around test items to view them from 
different sides. 
One dedicated quad-core PC is used as a 
tracking server which also renders the 
stereoscopic view for the user. 
 

 
Figure 2: Outside view of a user constructing 

a solution. The user wears a head mounted 
display and uses a wireless pen as an input 

device. 
 
It should be noted that we do not use the 
see-through feature of the HMD during test 
sessions; only the virtual environment can be 
seen. In pre-studies we observed that most 
inexperienced users prefer the 
non-see-through option. Not seeing the real 
world allows inexperienced users to focus and 
concentrate better on the task at hand. It 
immerses them further in the virtual 
environment and enhances the feeling of 
presence.  
At the beginning of each test run the height of 
the test items can be adjusted to position them 
at a comfortable height for each person. 
Therefore a tracked prop is used that can be 
moved up and down a pole. 
DSTAR is based on the Studierstube [23] 
AR/VR framework. It is a robust and widely 
used framework that provides an excellent 
base for developing AR/VR applications. 

3.2 Test and Item Design 
A new test session begins with the user 
watching a nine minutes instruction video that 
explains the DSTAR test environment. Then 
the actual testing in VR takes place which 
lasts approximately 30 minutes. When 
launching the test application a brief tutorial 
consisting of three test items starts. Tutorial 
items are very easy items helping the user to 
get familiar with the VR environment and 
interaction therein.  
Test items in general consist of multiple 
simple and complex figures composed of 
single cubes. These figures are presented 
within a 4x4x4 transparent cubic grid. One 
such object is shown in Figure 3. The grid 
appears to be floating in mid space at a fixed 
location in the middle of the room (Figure 1 
left). Items always contain several – typically 
two to four – steps. Each step consists of a 
virtual object positioned within the 
transparent grid plus a rotation of that object. 
 

 
Figure 3: Complex figure as part of a test item. 
The red point indicates the center of rotation. 

The tea cup shows which rotation is 
performed on the given object. In this image 

the vertical axis is the axis of rotation. 
 
A virtual tea cup (including handle and spoon) 
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beneath the grid is used to demonstrate 
rotations. The tea cup is animated to visualize 
axis an angle of rotation (with the angle being 
90 degrees or multiples). A non-symmetrical 
real life object was chosen to display rotations 
in an understandable way for the whole test 
population. Participants have to mentally 
rotate the figure around the given center of 
rotation (red dot in Figure 3) using the 
rotation displayed by the tea cup. 
After memorizing the end position of the 
rotated object the user himself chooses when 
to advance to the next object in the sequence. 
There is no time limit. The subsequent object 
has again a (different) center of rotation with 
a tea cup below indicating which rotation to 
perform. There are usually two to four 
different objects/steps within an item. The 
positions of all mentally rotated objects have 
to be memorized and combined mentally. 
They result in a bigger connected object in the 
4x4x4 grid.  
In a final step this resulting object must be 
actively constructed by the testee inside a 
blank 4x4x4 grid (see Figure 4 right). This 
enforces mental construction of the whole 
solution. It avoids the strategy of excluding 
alternatives out of a pool of potential 
solutions based on specific features. 
 

 
Figure 4: Left: Simple object which has to be 
rotated 90 degrees as indicated by the tea cup 

(middle). Right: Final construction of the 
solution in an empty grid. 

 
Since most participants have never used a VR 
environment before, interaction has to be 
extremely intuitive. This is a major usability 
requirement of the test.  
In order to keep the focus of the testee on the 

object in the center of the room, all 
interaction elements are arranged around that 
cube. All elements can be handled by using a 
single button on a wireless pen. When 
clicking the button while the pen is located at 
the tea cup, the animation showing the 
rotation is repeated. While viewing objects 
there are yellow arrows displayed at the left 
and right side of the cubic grid (Figure 5). 
They point to the left and right and indicate 
that the user can switch backwards and 
forwards to view previous and subsequent 
steps of the item. As long as the user does not 
choose to solve an item he can still study the 
whole sequence of objects (Figure 5). When 
entering solution mode the arrows disappear 
and a green checkbox appears below the cubic 
grid (Figure 4 right).  
 

 
Figure 5: Entering solution mode by clicking 

the right arrow. 
 
In solution mode the pen is used to draw a 
solution inside the empty 4x4x4 grid. 
Clicking the checkbox submits the 
constructed solution. The test item is 
concluded and the next item starts.  
 
An item pool of 80 test items was generated 
following construction rules based on 
theoretical considerations. Parameters 
influencing the complexity of an item are 
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“dimensionality” of the objects, rotation axes 
and their position, complexity of the single 
objects, their position within the grid, number 
of rotations per item and angle of rotation. 
Multiple rotations (two) per object are 
possible as well using multiple (two) tea cups 
below the cubic grid.  
Given these parameters items are ranked in 
four categories: easy, medium, difficult, 
extreme. In chapter 4 we give details on the 
evaluation of items. 

3.3 Advantages of using VR 
One general benefit of computerized tests is 
that additional performance measures, e.g. 
response latencies and information on 
solution strategies, can be collected [9]. 
Self-report measures of strategy use can be 
problematic because they require a high 
amount of introspection [10, 8]. The 
non-reactive assessment of individual 
differences using computer logs offers a 
non-intrusive method of analyzing solution 
strategies; however, these possibilities have 
hardly been used yet. 
Monitoring user interactions in a VR 
environment allows to measure test perform-
ance in ways not possible with traditional 
means. In addition to recording the time 
required to solve an item or certain steps, we 
monitor all user clicks when constructing a 
solution, (head) movement of the user around 
the item, number of forward/backward steps 
during the test and correctly solved items. All 
of these variables are surveyed to analyze if 
we can deduce strategies that the participant 
used to solve the tasks. 

3.4 Dynamic Assessment of Spatial 
Abilities 
Another important aspect is that we will 
develop a dynamic assessment of spatial 
ability. This is a test that measures both 
current performance level and potential for 
improvement. Dynamic tests consist of a 
performance (status) assessment, a training 
phase, and a second assessment of 

post-training performance. In this way, in 
addition to a single-time measurement of 
performance status, the degree to which an 
individual can profit from training is assessed. 
Previous research has shown that the potential 
to profit from training is important and valid 
additional information about a person because 
it levels out – at least partly – individual 
differences in relevant pre-assessment 
experience. For example women’s perform-
ance deficit in spatial tasks compared to men 
can be linked to a lower degree of practice 
and may be leveled out, or at least reduced, by 
relatively brief trainings. In a previous project 
[5] we found marked increases in test 
performance from pretest to posttest even in 
the control groups, especially in participants 
with low pretest performance. From this 
perspective, assessing training profit in 
addition to pretest status increases the 
predictive power of a test.  

4. EVALUATION AND RESULTS 
In a pre-study 240 persons participated. Up to 
date we can present data of the first 152 
participants (93 female, 59 male), aged 19-74 
(mean 26), mainly students of cultural 
sciences (69.6%) and technical sciences 
(18.0%). The whole study is conducted in a 
dedicated room equipped with the specified 
hardware at the Alps-Adriatic University of 
Klagenfurt, Austria. 

4.1 Pre-Study Evaluation Design  
Testing included the DSTAR test consisting 
of six items with varying difficulty, tasks on 
spatial working memory and a paper-pencil 
standardized spatial test (3DW). Five parallel 
DSTAR test versions (each consisting of six 
items) were evaluated.  
Using Item-Response-Models the validity of 
the theoretically based difficulty levels of the 
items was tested. Verbal reports concerning 
strategies were recorded and transcribed and 
after that categorized by independent coders; 
agreement of the category attribution between 
coders was high. 
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Since we were interested in inter-individual 
differences in applying strategies, participants 
were asked to describe the cognitive strategies 
they used to solve the spatial tasks in virtual 
reality. Our hypothesis was that individuals 
with high spatial abilities would use more 
differentiated strategies than less experienced 
persons. 

4.2 Results  
105 participants took part in a first pre-study 
where an initial set of 5 parallel tests with 6 
items each was tested. The test duration 
varied between 24 (test 5) and 31 minutes 
(test 4) in average and also the difficulty of 
the parallel tests varied greatly even though 
they were designed to be equally challenging 
in theory. 
Difficulty parameters of the items had an 
impact on the verbally reported solution 
strategies i.e. visualizing everyday life objects 
instead of complex figures, imagine a 
coordinate system to arrange the single cubes 
etc. Most persons do not explicitly begin to 
think consciously about solution strategies 
until a certain difficulty level is reached. As 
assumed we found varying differentiation of 
verbal strategy reports, depending on the 
number of correct solutions in the test, 
experience with spatial tasks, gender and 
educational background. 
The results show expected gender differences 
in our test. Men solve 3,16 out of 6 items in 
average (σ = 1,55), women only 2,25 (σ = 
1,26). 
 
Based on the findings regarding difficulty of 
the parallel tests of the first study, all tests 
were redesigned and very difficult items were 
substituted by easier ones. In a second run the 
rest of the participants (135 persons) used the 
easier tests. We only have data of 38 
participants of the 2nd study yet. They show 
that men solve 4,33 items and women 3,33 
out of 6 (with similar standard deviation) in 
the new version. 
 

We found evidence for strategy changes 
during participants’ examination of the spatial 
tasks, but also adaptation on task difficulty by 
applying training experience through former 
test items. For example item number 4 was 
exactly the same in all parallel tests but the 
success rate of this specific item greatly 
varied throughout the test versions. This 
suggests that experience with former items 
influences performance. 
 
All participants were asked to self assess their 
computer skills and computer usage per week. 
There are significant gender differences in 
both. This could mean that male participants 
have higher computer skills than female 
testees. In addition men use computers more 
hours per week than women amongst our 
participants. 
It is interesting that self assessment regarding 
correctly solved items in the DSTAR test 
correlates high with the person’s real result 
(0,756). 
 
In order to improve usability and technical 
aspects of the DSTAR environment users 
were asked to rate the menu interface and 
usability in general (including informal 
comments). On a scale from 1 (min) to 5 (max) 
users rated the comprehensibility and 
usability of the menu interface with 4,65 (σ = 
0,72) which is very high. There are no 
significant gender differences (male 4,53; 
female 4,72). This indicates that interaction 
design as described in 3.2 is functional. 
Users reported other usability problems that 
can be summarized in two categories: 
wireless pen problems (mostly) and HMD 
problems. Since we limit test duration to a 
maximum of 30 minutes hardly any 
participants report side effects of using HMDs 
known as simulator- or cyber-sickness [14]. 
More often wireless communication of the 
pen interaction device failed and no button 
clicks were transmitted. This can be 
frustrating and interrupts concentration on the 
task. A solution is a new wireless pen that is 
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currently being tested. For reliable 
communication a cabled version is also being 
considered. 

5. CONCLUSION AND FUTURE WORK 
Virtual reality applications promise an 
ecologically valid way to assess spatial 
abilities and offer - in addition to traditional 
tests - new possibilities to gather important 
data. The spatial test we are developing tries 
to make optimal use of these possibilities. We 
do not only measure how much the testee has 
already been trained but also how much he or 
she could profit from practice with spatial 
tasks. This may be of great importance for 
example in the selection of participants for 
technical schools or courses. Through its 
possibilities for hands-on interaction with the 
stimulus material, virtual reality offers 
particularly interesting possibilities for the 
training module of a dynamic test. Hands-on 
practice has been shown to be one of the most 
effective ways of improving spatial ability. 
Thus our technology has advantages for 
measuring and training spatial skills both 
compared to other computer technologies and 
compared to the manipulation of real objects, 
which has clear physical limitations (e.g., 
when it comes to intersecting or transforming 
objects).  
We plan to extend DSTAR to a short-time 
dynamic test consisting of pretest, training 
and posttest taking place within one or two 
sessions. The pretest shall be also applicable 
as a stand-alone assessment tool. 
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Towards a Universal Implementation of 3D User Interaction Techniques
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ABSTRACT

This paper presents a versatile - write once, use everywhere - ap-
proach of standardizing the development of three-dimensional user
interaction techniques. In order to achieve a platform and appli-
cation independent implementation of 3D interaction techniques
(ITs), we propose to implement the related techniques directly in
the tracking middleware. Therefore a widely used tracking frame-
work was extended by a Python binding to allow straight forward
scripting of ITs. We cluster existing 3D ITs, into those which can
be fully, partly or not implemented in the tracking middleware.
A number of examples demonstrate how various interaction tech-
niques can quickly and efficiently be implemented in the middle-
ware and are therefore fully independent of the underlying applica-
tion. We hint at how this approach can be used to decouple menu
system control from the application with the final goal to help es-
tablishing standards for 3D interaction.

Keywords: 3D interaction techniques, 3D user interfaces, tracking
middleware, OpenTracker Python binding.

Index Terms: H.5.1 [Information Interfaces and Presentation]:
Multimedia Information Systems—Artificial, augmented, and vir-
tual realities; H.5.2 [Information Interfaces and Presentation]: User
interfaces—Interaction styles; I.3.6 [Computer Graphics]: Method-
ology and Techniques—Interaction techniques

1 INTRODUCTION AND MOTIVATION

Providing taxonomies and classifications of user interaction tech-
niques (ITs) [3, 5] is important to establish a set of well known,
common ITs within the research community. Whereas a number of
standard ITs can be considered common knowledge by now, plat-
form independent or even application independent ”standard” im-
plementations of these do not exist. Usually application developers
hand-code ITs for their applications themselves. It therefore causes
additional programming effort for the developer to experiment with
different ITs, which could enhance quality and helps to improve
usability of an application though. Decoupling ITs from the appli-
cation, handling them on a different level can lead to establish ap-
plication independent, reusable, standard implementations of ITs.

In virtual environments tracking is an indispensable part to ac-
quire data of input devices. Over the past few years, several at-
tempts were made to create a new generation of tracking frame-
works, paying more attention to flexibility, modularity and other
software engineering aspects. On one hand the aim of these tool-
kits is to support a high number of various tracking devices. On the
other hand they allow extensibility, customization and provide (not
so common) features like data filtering and sensor fusion. Combin-
ing both aspects in a framework in a highly configurable manner
leads to very flexible tracking middleware.

∗e-mail:csisinko@ims.tuwien.ac.at
†e-mail:kaufmann@ims.tuwien.ac.at

The main requirements for tracking middleware are that complex
tracker configurations should be supported by mixing provided fea-
tures. In addition, it should still be possible to create and maintain
such tracker configurations in a simple and convenient way. Track-
ing data preprocessing in terms of filtering and merging is ideally
supported by the framework to create rather complex tracking be-
haviour. Easy authoring of the tracking configuration or even dy-
namic reconfigurability for mobile or ubiquitous computing appli-
cations is also desirable.

Currently user interaction (UI) techniques in virtual environ-
ments are usually implemented on the application level. Given
the possibility to create complex tracking behaviour directly on the
tracking middle(ware) level, the idea to implement 3D user inter-
face techniques on that higher level becomes quite obvious. Since
most application developers are using tracking middleware in or-
der to get hardware support for various interaction devices (with-
out having to reinvent the wheel), this middleware might serve as
a common ground for future UI standards. The advantages of such
an approach are versatile:

• 3D UI techniques can be specified in a reusable way and in-
dependently of the application. By using a scripting language
for authoring ITs, rapid prototyping is supported as well. This
proves to be very powerful since reconfiguration, adaptation
and exchange of related 3D UI techniques becomes very easy.

• ITs do not have to reside in a proprietary way on the appli-
cation level and do not have to be reimplemented for each
application any more. Even better, a repository containing a
collection of ITs can be established. It is to be contacted at
runtime in order to download, set up and execute script code
without program termination of the tracking system.

• Furthermore, dynamic IT adaptation depending on hardware
setup and runtime reconfiguration becomes achievable, since
all relevant data is accessible from within the middleware. For
example, if a user changes his location in a system with het-
erogenous tracking setups, ITs can be dynamically adapted
according to available hardware at a new location.

• The work load of the application process can be effectively
decreased if it does not have to process and interpret huge
amounts of raw tracking data.

• Data handling can be more efficient, when tracking middle-
ware is able to set up the data according to the application’s
needs. Considering distributed MR systems specifically, net-
work traffic can be reduced if there is no need to send large
amounts of raw tracking data over the network.

• 3D UI techniques can be handled directly on the tracking
server. In distributed environments interpretation of the data
is done once for all clients, avoiding inconsistencies in case a
client does not receive all raw data and therefore interprets the
IT differently (e.g. gesture interpretation).

• Standard or reference implementations of known ITs could be
shared by the research community.
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After summarizing related work in the area of existing track-
ing frameworks (section 2), which our work is based on, we de-
scribe the design and implementation (in sections 3 and 4) of our
approach. In section 5 results are presented, giving a number of ex-
amples and sample implementations. To generalize our approach
we cluster existing 3D ITs (based on Bowman’s taxonomy [5])
into three types of middleware support in section 6. This section
goes into detail on ITs that can be fully realized in tracking mid-
dleware, ITs where specific helper functions can be implemented
in the middleware to support the application, and finally ITs which
are extremely application dependent and can only be realized on the
application level. In the remaining part (sections 7 and 8) we sum-
marize our work and describe future work, for example, on how
tracking middleware can be exploited to standardize menu system
interaction and widget control in virtual environments.

2 RELATED WORK

A number of 3D interaction techniques have been developed by var-
ious researchers during the past decade. A comprehensive and re-
cent overview is given by Bowman in [5]. We based our clustering
of techniques (section 6) on his taxonomy. Tasks are categorized
into selection, manipulation, navigation, system control, symbolic
input, and into more complex tasks such as modeling.

Various attempts to standardize 3D user interaction can be found
in literature from previous years.

InTML [8] is an interesting approach to describe interaction
techniques in a standardized way. In its aim to be high-level,
reusable and extensible, it is similar to our work. InTML is not
supposed to be a standalone toolkit. Instead, it relies on other VR
toolkit implementations. In InTML 3D UI techniques are described
in an XML based markup language. In order to get executable code,
this description has to be translated, interpreted or compiled. Cur-
rently, work is spent on an InTML implementation on top of Java3D
and VRJuggler.

A uniform approach for specifying mixed reality interfaces, in-
cluding 3D UI techniques was recently published by Figueroa et al.
[7]. In this ambitious attempt to describe components of 3D user
interfaces, a formal specification model and a corresponding XML
based description language including pseudo code were introduced.
This Interface Component Description Language (ICDL) seems not
to be suitable for direct implementation. The current focus of de-
velopment on ICDL appears rather to be on theoretical specification
than on practical implementation.

As described in the previous section, tracking middleware tool-
kits are specialized in handling tracking data of various devices on
an abstract level. Combining input of several devices, performing
preprocessing and filtering are interesting features in these frame-
works, which shall be referred to in the following.

One of the early software toolkits dedicated to developing inter-
active and immersive graphics applications is MR Toolkit [19]. It
provides device abstraction and network transparency for tracking
devices. Applications are decoupled from the actual tracking de-
vices and programmers can substitute real devices with virtual ones
for debugging and testing purposes. Active development is discon-
tinued but it showed the way forward in this field of research.

VRPN (Virtual-Reality Private Network) [22] is one of the
most well known and popular device-independent and network-
transparent frameworks for peripheral devices used in MR systems.
It supports a wide variety of input devices and different types of
data such as 6DOF pose data, button states, analogue values, incre-
mental rotations and more. A device can offer interfaces for several
types, and devices can be layered by connecting device outputs to
inputs of other devices. VRPN runs on all common platforms and
is used in research and industrial projects.

OpenTracker [17] is an open software architecture that provides
another framework for the different tasks involving tracking input

devices in MR applications. The OpenTracker framework eases
the development and maintenance of hardware setups in a more
flexible manner than what is typically offered by VR development
packages. This goal is achieved by using an object-oriented de-
sign based on XML, taking full advantage of this technology by
allowing to use standard XML tools for development, configura-
tion and documentation. A multi-threaded execution model takes
care of tunable performance. Filters and transformations can be ap-
plied to tracking data. XML based configuration files are used to
describe tracking configurations that usually consist of multiple in-
put devices. Transparent network access allows easy development
of decoupled simulation models.

We use OpenTracker and extended it by a Python binding to al-
low scripting as it will be elaborated in detail in sections 3 and 4.
In the following we compare our approach with existing work.

The previously mentioned dependence of InTML [8] on other
toolkits is one of the main differences to our approach. The same
deficiency seems to apply to the ICDL [7] language: no direct im-
plementation appears to exist without the necessity to translate the
specification. OpenTracker is already widely used and not depend-
ing on other third-party toolkits.

Another interesting feature not found in InTML is the possibility
to embed interpretable program code in terms of an easy-to-learn
scripting language. As a direct effect of the expressiveness of pro-
gramming languages, this enhancement also results in a massive
increase of expressiveness in describing 3D UI techniques.

Our approach is not limited to OpenTracker only since interfac-
ing with VRPN [22] is possible and easy: OpenTracker contains a
built-in module to obtain VRPN data from network and is also ca-
pable of directly transmitting tracking data in native VRPN format.
With the lack of tracking data preprocessing features in VRPN, but
with its support for a rich set of devices, combining OpenTracker
with VRPN proves to be very powerful. The example in section 5.2
demonstrates the use of VRPN input.

In contrast to related work the contribution of our paper is man-
ifold. We introduce scripting of interaction techniques in tracking
middleware. This tight integration of user interaction techniques
and tracking provides increased flexibility as described in section 1
and offers new possibilities (see summary in sections 7 and 8). De-
coupling ITs from the application is a methodical general approach
which helps to reduce application interface code, enhances perfor-
mance and eases (distributed) MR system development. Scripting
ITs once on the middleware allows platform independent usage on
multiple systems.

3 DESIGN

Considering the features, OpenTracker is an appropriate framework
to integrate 3D UI techniques directly in middleware. We give a
brief overview of relevant functionality.

3.1 Data Flow Concept
A main concept of OpenTracker is to build up a data flow network
in a modular way, which consists of several steps of data acquisi-
tion and manipulation. Breaking up complex behaviour in a number
of basic operations results in a data flow graph. Nodes in this di-
rectional acyclic graph represent the entities, where tracking data
processing occurs, while tracking data is communicated unidirec-
tionally over the interconnecting edges between the nodes. Data is
inserted into this graph by special source nodes, processed by inter-
mediate nodes and forwarded to external outputs by sink nodes.
Figures 2, 4 and 6 are example illustrations of data flow graphs:

In these representations, data is propagated unidirectionally from
top (sources) to bottom (sinks).

From the perspective of a node, data is exchanged by ports,
namely by input and output ports. To allow nonlinear graphs, each
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node can have multiple input ports and the data generated at its sin-
gle output port can act as input for several other nodes. This mul-
tiple input property is desirable in order to perform more complex
computations, when data from different origins is involved. On the
other hand, supplying multiple nodes with the same output data of
a single node offers a transparent mechanism of data reusability.

There exist three different edge types: The most commonly used
is the event edge type (implementing the event generator inter-
face), where data is pushed from the origin successively through
the graph. In contrast to this push-driven mechanism, event queue
and time dependent edge types are pull-driven: A history of previ-
ous events is kept and a polling mechanism has to be established.
This is usually more suitable for performing processing on data at
different instants. With event queueing, events ordered by time can
be retrieved by index, while the time dependent interface allows to
directly query by instant.

3.2 Multi-modality of Events
Within OpenTracker, the contents of events are not restricted to pre-
defined data records. Instead, each event can consist of multiple,
dynamically created attributes of certain data types.
Apart from predefined generic data types, custom type registra-

tion is also supported. Exploiting this possibility allows to pass
further configuration data (not necessarily tracking data) between
nodes, which can be very helpful in the attempt to implement more
complex behaviour directly in tracking middleware. Intercommu-
nication between several nodes in order to pass configuration data
becomes feasible.

4 IMPLEMENTATION

OpenTracker is an open source, extensible tracking framework that
enables developers to add support for new input devices; providing
additional methods for filtering or preprocessing by implementing
new nodes is possible. Consequently, the same applies when trying
to integrate a 3D UI technique directly in OpenTracker.

4.1 Monolithic Approach
At first, one might be tempted to implement a single simple node,
which meets the requirements of a particular IT and fits the user’s
needs. Although this might be suitable for some purposes, the
method has its deficiencies since it is rather proprietary. The func-
tionality of the interaction technique is completely hidden in code
and not disclosed in the tracking configuration. With a set of spe-
cial nodes, each of them tailored to implement a particular 3D UI
technique, one can not take advantage of similarities of related tech-
niques. Even if reusing some common code parts by inheritance is
possible to some extent, this is not reflected in the configuration file.

In addition, this is not very suitable for rapid prototyping: Each
time a new 3D UI technique is to be implemented, it is mandatory to
rebuild the whole framework. A more universal solution is desired.

4.2 Modular Approach
In a second attempt, some basic and multi-purpose operations have
to be identified. In order to implement a particular 3D UI technique,
an appropriately chosen selection from this set of basic operations
has to be combined properly to achieve a more complex and mean-
ingful behaviour. This building block style construction process al-
lows synthesizing new 3D UI techniques without code altering and
makes functionality more obvious, as it is not completely hidden in
code. Such a modular attempt can also be seen as a discrete way,
opposed to the integrated way described before.

It is positive that quite a lot of these general multi-purpose opera-
tion nodes are already pre-existing in OpenTracker and are reusable
in this new context. For example, coordinate transformation nodes
in many different flavours were implemented in the past and can be

reused to perform calculations on point and orientation data. Merg-
ing multiple inputs in several ways as well as various gate nodes
were used for other purposes before.

As it turns out, one disadvantage of this modular attempt can
be seen in the high complexity of the resulting tracker configura-
tion and - compared to programming languages - the reduced ex-
pressiveness of its elements. Figure 2, as referred to in section 5
illustrates this complexity issue for a rather simple task.

4.3 Scripted Approach
This leads us to a third attempt, which tries to overcome the defi-
ciencies of both mentioned methods in 4.1 and 4.2. Embedding a
scripting language radically increases flexibility, ensures high ex-
pressiveness and offers the possibility for rapid prototyping. No
framework rebuilding is required and the 3D UI technique program
code is closely coupled to its tracking configuration.

We selected Python [18] as a quite expressive scripting language.
It supports object-oriented programming and is easy to learn with-
out much effort. Even though it is an interpreted language, code ex-
ecution is speeded up by using a byte code representation of script
code. Utilizing a powerful wrapping tool, namely SWIG (Simpli-
fied Wrapper and Interface Generator) [1, 6], the creation of some
kind of ”glue code” to access OpenTracker objects from within the
domain of Python was straightforward. With this automatically
generated wrapper code, Python code can deal with OpenTracker
objects in a native and similar way as in C++. Even parameter
passing and sharing objects at the interface between Python and
OpenTracker is possible to achieve strong data coupling between
both languages.

Python script code is called in the event processing mechanism
of OpenTracker. For each script node, execution is carried out in
methods of a Python class, whose name can be freely chosen. Due
to the fact that to the script programmer the same set of interfaces
as in C++ is offered, it nicely integrates into the concept of Open-
Tracker. Also, the Python class exactly resembles C++ class im-
plementations and argument passing is done in the same natural
way as in C++, but without the necessity to recompile the whole
framework. Apart from rapid prototyping (testing the effects of
new feature implementation candidates before actually extending
the code base), this also offers the possibility to get familiar with
OpenTracker in an easy way.

Going more into detail concerning the data processing mecha-
nism in event generation, events are usually inserted into the data
flow graph actively by sources, represented by child nodes of the
tracking tree. Subsequently, each child node pushes events further
down the tracking tree by notifying its parents. Events do not nec-
essarily have to be processed in this strict manner of being inserted
by sources and being removed by sinks though. Event generation
and filtering in intermediate nodes is possible as well. In order to
accomplish that, the event generator interface in the node class of-
fers a method to notify and update all immediate parent nodes of
an event. They get notified whether the event was newly generated,
processed or manipulated by any child of this particular node. As
a consequence of this notification mechanism, a certain method is
called, whenever an event is received from any child. In that call
the actual event and information about its origin are passed as argu-
ments to the method.
In tracking trees of depth greater than 2 this mentioned notifica-

tion method is usually called recursively. Assuming that at least one
script node is present somewhere in the tracking tree, we illustrate
the integrated concept: The internal C++ part of the script node is
notified about an event and passes it along with other parameters
to the specified Python method. This Python method itself is free
to perform any operation on this event (can even ignore the event),
but usually pushes it in a modified way further down the tracking
tree. This is achieved by calling the same notification mechanism
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method as in C++ from within the domain of Python. Due to the
wrapping code, the corresponding C++ notification method is exe-
cuted. In respect to other tracking nodes, there is absolutely no dif-
ference, whether an event is created in native C++ code or Python
was involved in any stage of its generation.

Even passing events from one Python script node to another,
whether directly or indirectly by having intermediate C++ nodes
in between, causes no problems: There is only one single Python
interpreter present, which operates on the pregenerated byte code of
the specified Python code module, which contains class definitions
for each Python node. However, it should be noted that the call
stack of the notification mechanism in event generation can contain
several calls to Python in between of native C++ calls.

5 EXAMPLES AND RESULTS

In order to demonstrate some characteristics of the implementation
techniques (as briefly discussed in section 4) two examples are elab-
orately presented in the following.
In a first simple example we will compare the modular and the

scripted approach by using a mouse wheel to trigger a button event.
In a second example the Go-Go interaction technique [16] is fully
implemented involving scripted and modular features. In that ex-
ample input tracking data received from a device via VRPN is used.

5.1 Mouse Wheel to Button Conversion
Figure 1 shows a tracked input device, a wireless pen, that we use
in our multi-user optical tracking setup. Optical tracking makes use
of the retroreflective marker body attached to the end of the wand.
In terms of operating system device type classification it belongs to
the group of mouse devices, but some of its mouse features are not
directly usable in a 3D environment without conversion. The device
appears to the tracking system as a passive prop, except for digital
button information, which is transceived wirelessly via Bluetooth.
In order to rejoin data coming from different tracking subsystems,
native button input of this device is merged with position and ori-
entation data supplied by the optical tracking system.

Figure 1: An optically tracked wand/pen. Within the red circle a scroll
wheel is visible.

In some applications we use the mouse wheel as a button (by
pressing down the wheel). Experience showed though, that some
users do not press the wheel but rather tend to scroll the wheel,
expecting the application to react to it as if it were a button press.
Therefore it may be desirable for several applications to assign but-
ton functionality to the mouse wheel. Such a mapping proved to be
flexible and very convenient for most users.
At first glance, one might expect that the task of converting data

coming from the mouse wheel into button state information is rather
simple. The mouse wheel is typically used for scrolling though.
Rolling the wheel therefore results in incremental value changes

over time which is different to digital button information. The in-
formation conversion has to be of differential nature: If the wheel is
rolled over a specific time period, a pressed button state should be
generated. Whenever the mouse wheel is standing still, a released
button state is to be detected. Consequently, the crucial task is to
identify the presence or absence of mouse wheel movement. Al-
though this can be done in a monolithic way by creating a special
node (as described in section 4.1), a modular implementation (as
outlined in section 4.2) shall be depicted in the following.

5.1.1 Modular Approach
We briefly describe the ”building blocks” of the data flow graph.
Following the right path in figure 2, data input coming from the
mouse input device is scaled by (0,0,1) to eliminate all 2D mouse
position data in the x and y component. The remaining z com-
ponent contains mouse wheel information, which is passed to a
timestamp generator node. This is due to the fact that the fol-
lowing node depends on getting events on a regular basis. The
TimestampGenerator stores the last received event and resubmits
it unmodified each time a given timeout is elapsed.

The next node in the chain computes the difference between at-
tributes of two events separated by a given timeframe. The minuend
in this operation is the actual received event, the subtrahend a pre-
viously recorded past event as described before. The output of this
operation is feed to two range filter nodes. These nodes inspect the
position attribute and perform event passing or blocking depending
on conditions inspecting the length of the position vector. While
the RangeFilter on the left blocks all events when a movement is
detected, the behaviour of the other is strictly complementary.

The following simple state machine consists of just two nodes
resembling each of the complementary button states (pressed and
released) and is only present for convenience: An interface method
or helper node (ActiveGate) can be used to retrieve the name or
index of the currently active state. In this configuration events are
passing the state machine at any instant without modification.

The EventUtility nodes in the next step synthesize button data
events. As attribute creation is only happening if an event is pushed
through one of these nodes, button state generation is according to
the actual state.

The parent Merge operation inspects the events of its child nodes
and generates its own events with only the button attribute set. With
this semantics it is possible to remerge the data flow paths again: No
data combination of child node events is needed and the originat-
ing paths of these child node events are not relevant any more. In
contrast to this implicit path joining mechanism, the final button in-
formation is computed arithmetically in the last step. Plain button
information coming from the mouse input device is combined with
the result of this conversion in a bitwise OR operation.

5.1.2 Scripted Approach
Corresponding to what we described in section 4.3, the same func-
tionality can also be expressed in a few lines of Python code (see
figure 3). This specific Python class which is derived from a base
class encapsulates everything needed in an object-oriented way.
The instantiation operation method is similar to constructors in
C++. It is called on construction of the Python node to allow initial-
ization of any class instance data attributes. Although the attributes
are comparable to member variables in C++, they are not declared
and can be introduced later too. It can be done in C++ style though
to conform to C++ programming patterns. In the case of performing
custom initialization, it is essential to call the proper instantiation
method of the base class. Otherwise, important initialization tasks
for linking this Python class instance to its C++ counterpart will
remain uncompleted.

Just like in C++, the method onEventGenerated is called, when-
ever an event is received from any child. To briefly explain that
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class ConvertZToButtonNode(PythonNode):
def __init__(self,pythonNode):

PythonNode.__init__(self,pythonNode);
self.eventQueue = [];

def onEventGenerated(self,event,generator):
self.eventQueue = filter(lambda prevEvent: prevEvent.time + 250 >= event.time,self.eventQueue) + [Event(event)];
localEvent = Event();
if event.getPosition()[2] - self.eventQueue[0].getPosition()[2] == 0:

localEvent.setButton(event.getButton());
else:

localEvent.setButton(event.getButton() | 1);
self.updateObservers(localEvent);

Figure 3: Python code for mouse wheel to button conversion

Figure 2: Data flow graph of the modular approach: Mouse wheel to
button conversion

method: Data attribute eventQueue contains an ordered list of the
last received events. The first line of code in this method deals
with keeping the list up to date: The event received at this instant
is appended at the end of the list and all past events not used any
more in the front are eliminated. This single line statement demon-
strates a powerful feature of the Python language, expressing rather
complex operations in an elegant and brief way. Afterwards, the
local event is generated. Depending on the detection of change in
the z component (containing the mouse wheel movement) button
state information is determined involving physical button input. Fi-
nally, the local event is propagated by calling updateObservers in
the same manner as in C++.

It is notable that all operations performed on events involve call-
ing wrapped C++ code. So, throughout the whole method, interfac-
ing with C++ is used extensively.
The tracking configuration as illustrated in figure 4 is rather short

this time: Again the TimestampGenerator node has to be present
to allow button state fallback, when no movement is detected and
device events might not occur until another action is performed with
this device. But everything else was substituted by a single Python

script node. Even the final bitwise button merging operation was
taken care of in the Python node, which is configured by identifying
the class to use with its name.

Figure 4: Data flow graph of the scripted approach: Mouse wheel to
button conversion

5.2 Go-Go Interaction Technique
The Go-Go interaction technique [16] is an example of how to over-
come the limited arm length of a user, who is immersed in virtual
reality. The limitation of the user’s limbs is directly related to the
limited reach experienced by the user, when he is interacting in
space but not moving (direct 3D interaction). An attempt to in-
crease the interaction space is to scale the coordinate system de-
pending on the distance between the user’s head or torso and the
hand or tracked interaction device. While retaining full tracking
precision in the immediate surrounding space by leaving the coor-
dinate system unchanged, points farther away are virtually pulled
towards the user by scaling down the coordinate system. Alterna-
tively, this transformation can also be seen as virtually extending
the user’s arm.

The conversion between the real and transformed coordinate sys-
tem is defined by the following equation expressing the relation be-
tween the real (Rr) and virtually transformed (Rv) vector lengths of
the user-device distance:

Rv =
{

Rr Rr < D
Rr + k · (Rr −D)2 Rr ≥ D

D determines the radius of the sphere around the user separating
near-by objects and those located too far away to be in the user’s
reach. k is a coefficient in the range 0< k < 1 specifying the scaling
factor for the non-linear coordinate transformation part.

Supposing, that the origin of the coordinate system is already
relative to the user’s position, which can be achieved by other stan-
dard transformation nodes, the few lines of Python code in figure 5
perform the crucial part of the remaining non-linear transformation
characterizing the Go-Go interaction technique.

This time the Python code operates just on the current event with-
out the need for storing a history of previously handled events. Pa-
rameters d and k can be manipulated at runtime.
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class GoGoInteractionTechniqueNode(PythonNode):
def __init__(self,pythonNode):

PythonNode.__init__(self,pythonNode);
self.d = 0.5;
self.k = 0.75;

def onEventGenerated(self,event,generator):
localEvent = Event(event);
position = event.getPosition();
distance = (position[0] ** 2 + position[1] ** 2 + position[2] ** 2) ** 0.5;
if distance > self.d:

factor = 1 + self.k / distance * (distance - self.d) ** 2;
else:

factor = 1;
localEvent.setPosition((factor * position[0],factor * position[1],factor * position[2]));
self.updateObservers(localEvent);

Figure 5: Python code for the Go-Go interaction technique

In this particular 3D UI technique, one must take care of the co-
ordinate system origin (head or shoulder of the user) as mentioned
before. This can easily be done by using standard OpenTracker
nodes, as illustrated in figure 6. Therefore this example demon-
strates a combination of existing modular ”building blocks” and a
simple Python script.

Two VRPNSource nodes represent tracking information directly
coming from VRPN [22]. The top node supplies tracking data for
the dynamically changing coordinate system on which the remain-
ing VRPNSource node is depending. Therefore the positional in-
formation is extracted by means of the attribute functionality in the
Merge node first.

In a next step, EventInvertTransform inverts positional
data, which is needed to define the proper coordinate sys-
tem for the remaining VRPN tracking input connected to the
EventDynamicTransform node. Its coordinate system shall be rel-
ative to the tracking position of the top VRPNSource node. The
output is now enhanced by Go-Go interaction technique features as
depicted before.

Afterwards, the initial coordinate system transformation is re-
verted, as the EventDynamicTransform node is configured comple-
mentarily to the former one. The result of this transformation is
again tracking data which is expressed in an absolute world coordi-
nate system.
Finally, modified position information is again remerged with all

other remaining attributes of the tracking device.
If desired, it is of course possible to move Python code back into

the OpenTracker C++ code base. This time such a modified imple-
mentation seems to comply more with the modular approach (de-
scribed in section 4.2), as the original implementation was already
mentioned as being a mixture of the modular and scripted approach.
A C++ tracking node with Go-Go interaction technique features is
similar in its class definition and calling mechanism to the original
Python node. So, it is as simple as that to move on from a rapid
prototype to a permanent implementation in OpenTracker code.

However, the advantage of keeping scripted implementation is to
maintain additional flexibility. Only with this approach a repository
of 3D UI techniques can be established in order to truly distribute
program code at runtime without a priori knowledge of particular
techniques at compile time. It is even possible that no information
about a particular technique exists at runtime until the script code
is obtained from the repository.

6 CLASSIFICATION

3D user interaction techniques have been classified into sets of cat-
egories by various researchers. We have chosen a similar classifica-
tion system like Bowman et al. [5]. In addition to this taxonomy, we
introduce an orthogonal property to describe the level of support.

Figure 6: Data flow graph of the Go-Go interaction technique

In terms of supporting 3D interaction techniques in tracking mid-
dleware, we observed three different types:

• Full support: The 3D UI technique can be directly and fully
implemented in tracking middleware.

• Helper function: Important tasks of the 3D UI technique have
to be carried out on the application level, but some data setup
and preprocessing tasks can be accomplished in middleware.

• Lack of support: Currently, the 3D UI technique has to be part
of the application level. Tracking middleware can not assist
in performing the 3D UI technique in a useful way.

In the following, 3D UI techniques (classified in a similar, but sim-
plified manner to Bowman et al. [5]) can be assigned to these three
types of support. However, it should be noted that the three levels
of support and the implementation techniques as described in sec-
tion 4 are independent of each other and should not be confused.

6.1 Full support
Most navigation and travel techniques can be fully supported in
tracking middleware.
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Generally speaking, physical locomotion and steering tech-
niques (including semiautomated steering) require transformation
or generation of a (relative) coordinate system: Depending on the
particular technique, position and orientation data can be deter-
mined by simply inspecting input data of travelling-related track-
ing devices. For example, the tracking middleware can compute a
user’s position by using data from a steering wheel, combining it
with data coming from an acceleration and brake pedal. Of course,
this is also possible for any other tracked device used for steering
(e.g. gaze-directed steering or steering by pointing).

In addition, some route-planning techniques are well supported:
These two-step techniques require a state machine and usually in-
volve input from another digital device (e.g. a button). Considering
route-planning as marking points along a travelling path, the im-
plementation is also easily possible. The state machine basically
reacts to various events in order to switch between path-planning
and actually carrying out the plan.

A practical example would be full support of the ChairIO inter-
face by Beckhaus et al. [2]. All navigation interaction techniques
as described in the paper (including initialisation) can be fully im-
plemented in tracking middleware. Decoupling these techniques
from the application allows flexible use of this innovative interface
in various MR applications.

Selection and manipulation techniques are not that easy to im-
plement, but core features of the Go-Go [16] and the World-in-
Miniature technique [20] are fully supported. Both techniques rely
on coordinate space transformation and can be done in tracking
middleware. The Go-Go technique is characterized by its non-
linear coordinate space transform: At a certain configurable min-
imum distance around the user, the coordinate system is scaled as
described in section 5.2. Scaling is also the key for the World-
in-Miniature (WIM) technique, where the user faces an additional
down-scaled representation of the virtual environment. By per-
forming these scaling operations directly in middleware the IT is
completely transparent to the application and is replaceable.

Various selection techniques (e.g. lasso) make use of gestural in-
teraction. Interpretation of gestures such as deletion, selection and
other forms of manipulation can be handled directly by maintaining
a history of previously recorded events as in section 5.1. Gestural
commands can also be used for tasks in system control. In addi-
tion, system control and symbolic input techniques like voice input
can be processed perfectly in middleware. The application is only
informed of the recognized command to react properly.

6.2 Helper Function
The main cause for not achieving full support for a certain 3D UI
technique is the object based nature of the particular technique.
Usually, almost all selection techniques are object based by defi-
nition. For such an object based technique, data about all selectable
objects would have to be accessible from within tracking middle-
ware. So, a mapping between these objects and corresponding rep-
resentations in middleware could be set up. In practical applications
with a huge number of selectable objects this might not be suit-
able, since there is a lot of communication effort to keep the object
mappings up to date. However, helper support can be achieved by
preprocessing input data in middleware, before actually performing
object selection in the application.

For example, a two-handed pointing technique can be handled by
the application just like a simple ray-casting technique [4], when
the middleware performs corresponding data setup. The tracking
framework carries out all data conversion making the IT transpar-
ent to the application, the application implements only simple ray-
casting. This data conversion and transparency attempt is one pos-
sibility to perform helper functions in middleware.

Also, precalculation can be done in the Flashlight and Aperture
[9] techniques: Even if the selection itself can not be performed

in middleware, the selection cone dimensions can be generated by
the OpenTracker framework and expressed by custom attributes.
So, additional data generation for further use in the application is
another option for this helper function category.

A combined IT like HOMER [4] can be done partly in track-
ing middleware. Coordinate transformation in the manipulation
mode can take place in the tracking framework, even if switching
between selection and manipulation mode is controlled by appli-
cation. This requires bidirectional tracking data transfer: Custom
events identifying mode changes can be communicated back from
the application to the tracking toolkit to indicate the current mode.
The scaled-world grab technique [12] is similar in its approach by
applying scaling in the manipulation step. These combined tech-
niques demonstrate the possibility for bidirectional communication
between tracking middleware and application.

This two-way communication can also be used in system control
techniques. Meta information about graphical menus can be sent
from the application to tracking middleware. Graphical represen-
tation of visual feedback has to reside on the application level, but
command selection takes place in middleware. In return, the appli-
cation is informed of user interface manipulation results, executes
commands and provides feedback. This allows exchangeable and
extensible system control techniques. Handling the menu interface
this way, speech input can easily be managed too.
Another practical use case of bidirectionality is the definition of

constraints within the application. In modeling tasks, constraining
3D (6DOF) input is important for precise input. Mine [11] and other
authors (e.g. [3]) suggest in various studies that for direct input
in 3D space six degrees of freedom are not expedient most of the
time. Therefore it is very reasonable to restrict the user’s input to
two dimensions, for instance by using supporting planes. Positional
and orientation data can be restricted independently. The defining
parameters of a plane can be transferred to the tracking framework
to establish 3D input coordinate restriction (e.g. snapping to that
plane).

6.3 Lack of Support
Unfortunately, some 3D UI techniques have to remain being com-
pletely implemented on the application level and tracking middle-
ware can not help with certain subtasks. ITs exhibiting strong cou-
pling with objects or their virtual representation are more likely to
fall in this category.

One example of this would be: The Voodoo dolls technique [15]
requires access to objects, which are defined in the application.
Therefore any processing of these objects can only be handled on
the application level.
Image plane ITs [14] might be too difficult to implement in mid-

dleware as well because of the same reasons. An application-only
implementation seems to be more practical, as even gesture pro-
cessing IT subtasks are strongly related to virtual objects.

The same applies to other techniques like the Magic Mirror [10]
or the Through The Lens technique [21]: Viewport rendering for
graphics mapped onto interaction devices has to reside on the ap-
plication level. Coordinate space transformation calculations are
rather complex and not practical to implement in middleware.

7 CONCLUSION

We demonstrate three approaches and implementation techniques
to extend the functionality of tracking middleware. By extending
OpenTracker to allow Python scripting, a wide range of possible
applications emerge: We are currently establishing a central reposi-
tory of common ITs. With such a repository dynamic IT adaptation
can be easily achieved by utilizing network communication.

Rapid prototyping of 3D interaction techniques is important for
testing, studying and evaluating user performance and usability of
MR applications. Our scripting approach enables testing of new
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experimental techniques without changing software components of
the application or the VR framework.

Strong interoperability between OpenTracker and VRPN takes
advantages of both tracking frameworks: Numerous tracking de-
vices are supported by both and ready for use. Many different pro-
cessing features such as data filtering and merging are provided.
Transformations and more complex tasks (e.g. some ITs) can be
applied to input data (as described in section 5).

ITs written once can be reused by others in their own applica-
tions as long as the application itself or the related MR framework
uses or supports VRPN or OpenTracker as tracking middleware. In
this context the idea of an IT repository appears to be very interest-
ing again in order to build up a library of various 3D UI techniques.

8 FUTURE WORK

A survey in 1992 [13] showed that about 50% of application devel-
opment code (and time) was used for the applications’ user inter-
faces. From our experience with developing complex MR environ-
ments, we believe that this may hold true for MR applications as
well. Decoupling user interface code from the application could be
a first step towards standardizing building blocks (widgets) which
should be independent of the application or the higher level VR
framework. Since most application developers are using tracking
middleware in order to get hardware support for interaction devices
(without having to implement it themselves), tracking middleware
might serve as a common ground for future user interaction stan-
dards.

We think that by using an approach as described in this paper,
most code regarding menu system interaction can be decoupled
from the application and handled by the tracking middleware. A
standardized XML file, specifying the menu layout and widgets
could be passed by the application onto the tracking middleware
which then sends higher level commands back to the application
in case of user interaction. Widget behaviour itself could all be
handled by the tracking framework if desired. Another advantage
of this approach is obviously consistent application behaviour in
distributed MR scenarios with minimal network load. We plan to
continue our work in this area.

Furthermore, we believe that building IT repositories is a good
way to move on towards the goal of a flexible and adaptive tracking
system. In a pervasive MR scenario ITs must be accommodated to
local hardware setups. The scripted approach is most appropriate
for choosing a suitable IT for each setup and location in a dynamic
adaptation process.
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